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Introduction to BUCC 2014

Comparable corpora are collections of documents that are comparable in content and form in various degrees and
dimensions. This definition includes many types of parallel and non-parallel multilingual corpora, but also sets of
monolingual corpora that are used for comparative purposes. Research on comparable corpora is active but used to
be scattered among many workshops and conferences. The workshop series on “Building and Using Comparable
Corpora” (BUCC) aims at promoting progress in this exciting emerging field by bundling its research, thereby
making it more visible and giving it a better platform.

Following the six previous editions of the workshop which took place in Africa (LREC’08 in Marrakech), America
(ACL’11 in Portland), Asia (ACL-IJCNLP’09 in Singapore), Europe (LREC’10 in Malta and ACL’13 in Sofia)
and also on the border between Asia and Europe (LREC’12 in Istanbul), the workshop this year is co-located
with LREC’14 in the middle of the Atlantic in Reykjavík, Iceland. The main theme for the current edition is
“Comparable Corpora and Machine Translation”. This topic reminds of the very origin of research in comparable
corpora, which stemmed from the scarcity of parallel resources for Machine Translation (and also for Term
Alignment).

We would like to thank all people who in one way or another helped in making this workshop once again a success.
Our special thanks go to Chris Callison-Burch for accepting to give the invited presentation, to the members of the
program committee who did an excellent job in reviewing the submitted papers under strict time constraints, and
to the LREC’14 workshop chairs and organizers. Last but not least we would like to thank our authors and the
participants of the workshop.

Pierre Zweigenbaum, Serge Sharoff, Reinhard Rapp, Ahmet Aker, Stephan Vogel



&URZGVRXUFLQJ 7UDQVODWLRQ

&KULV &DOOLVRQ�%XUFK
8QLYHUVLW\ RI 3HQQV\OYDQLD
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0RGHUQ DSSURDFKHV WR PDFKLQH WUDQVODWLRQ DUH GDWD�GULYHQ� 6WDWLVWLFDO WUDQVOD�
WLRQ PRGHOV DUH WUDLQHG XVLQJ SDUDOOHO WH[W� ZKLFK FRQVLVW RI VHQWHQFHV LQ RQH ODQ�
JXDJH SDLUHG ZLWK WKHLU WUDQVODWLRQ LQWR DQRWKHU ODQJXDJH� 2QH DGYDQWDJH RI VWDWLV�
WLFDO WUDQVODWLRQ PRGHOV LV WKDW WKH\ DUH ODQJXDJH LQGHSHQGHQW� PHDQLQJ WKDW WKH\
FDQ EH DSSOLHG WR DQ\ ODQJXDJH WKDW ZH KDYH WUDLQLQJ GDWD IRU� 8QIRUWXQDWHO\� PRVW
RI WKH ZRUOG
V ODQJXDJHV GR QRW KDYH VXØFLHQW DPRXQWV RI WUDLQLQJ GDWD WR DFKLHYH
UHDVRQDEOH WUDQVODWLRQ TXDOLW\�

,Q WKLV WDON� , ZLOO GHWDLO P\ H[SHULPHQWV XVLQJ $PD]RQ 0HFKDQLFDO 7XUN WR FUH�
DWH FURZG�VRXUFHG WUDQVODWLRQV IRU CCORZ UHVRXUFH

 ODQJXDJHV WKDW ZH GR QRW KDYH
WUDLQLQJ GDWD IRU� , ZLOO GLVFXVV WKH IROORZLQJ WRSLFV�

} 4XDOLW\ FRQWURO� &DQ QRQ�H[SHUW WUDQVODWRUV SURGXFH WUDQVODWLRQV DSSURDFKLQJ
WKH OHYHO RI SURIHVVLRQDO WUDQVODWRUV"

} &RVW� +RZ PXFK GR FURZGVRXUFHG WUDQVODWLRQV FRVW FRPSDUHG WR SURIHVVLRQDO
WUDQVODWLRQV"

} ,PSDFW RI TXDOLW\ RQ WUDLQLQJ� :KHQ WUDLQLQJ D VWDWLVWLFDO PRGHO� ZKDW LV WKH DS�
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RI ORZHU TXDOLW\ GDWD"

} /DQJXDJHV� :KLFK ORZ UHVRXUFH ODQJXDJHV LV LW SRVVLEOH WR WUDQVODWH RQ 0HFKDQ�
LFDO 7XUN" :KDW YROXPHV RI GDWD FDQ ZH FROOHFW� DQG KRZ IDVW"

} ,PSOLFDWLRQV� :KDW LPSOLFDWLRQV GRHV WKLV KDYH IRU QDWLRQDO GHIHQVH� GLVDVWHU
UHVSRQVH� FRPSXWDWLRQDO OLQJXLVWLFV UHVHDUFK� DQG FRPSDQLHV OLNH *RRJOH"

%LR

&KULV &DOOLVRQ�%XUFK LV DQ DVVLVWDQW SURIHVVRU LQ WKH &RPSXWHU DQG ,QIRUPDWLRQ 6FL�
HQFH 'HSDUWPHQW DW WKH 8QLYHUVLW\ RI 3HQQV\OYDQLD� %HIRUH MRLQLQJ 3HQQ� KH ZDV D
UHVHDUFK IDFXOW\ PHPEHU IRU � \HDUV DW WKH &HQWHU IRU /DQJXDJH DQG 6SHHFK 3UR�
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IURP ���������� DQG KH KDV VHUYHG RQ WKH HGLWRULDO ERDUGV RI WKH MRXUQDOV 7UDQVDF�
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DGGLWLRQ WR IXQGLQJ IURP '$53$ DQG WKH 16)�
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Construction of a French–LSF corpus

Michael Filhol, Xavier Tannier

LIMSI–CNRS
B.P. 133, 91403 Orsay cedex, France

michael.filhol@limsi.fr, xavier.tannier@limsi.fr

Abstract

In this article, we present the first academic comparable corpus involving written French and French Sign Language. After explaining
our initial motivation to build a parallel set of such data, especially in the context of our work on Sign Language modelling and our
prospect of machine translation into Sign Language, we present the main problems posed when mixing language channels and modalities
(oral, written, signed), discussing the translation-vs-interpretation narrative in particular. We describe the process followed to guarantee
feature coverage and exploitable results despite a serious cost limitation, the data being collected from professional translations. We
conclude with a few uses and prospects of the corpus.

Keywords: Sign Language; text–video parallelism; elicitation

1. Motivation for a French–LSF corpus

Sign languages are part of the less-resourced languages of
the world, which means that very little data is available,
and indeed linguistic knowledge all together remains lim-
ited. The Sign linguistics field has reached no agreement
comparable to the more or less stable theories describing a
language like French or English. Significant matters such
as where and how—and even whether—to draw a line be-
tween the language construction layers, e.g. lexicon and
syntax (which though not definitely do more obviously ap-
pear in written languages), remain open questions.
As for any such language, one can hardly hope to find suf-
ficient data on a specific language feature without build-
ing an elicited corpus beforehand to serve the study. For
French Sign Language (LSF), a few accessible corpora are
available (LS-COLIN, 2000; Matthes et al., 2010; Balvet et
al., 2010), but the community is still strongly confronted to
the data limitation. Moreover, in our context of automatic
or assisted translation, we felt we required not only Sign
Language data, but language data for both French and LSF,
in view of comparing linguistic features and structures be-
tween the two languages.
The DEGELS corpus (Braffort and Boutora, 2012) would
be a little closer to our needs than SL-only data, as it in-
volves two languages, namely spoken French and LSF. It
is a comparable audio-visual corpus built for a compar-
ative study of gestures in vocal and signed languages in
face-to-face communication. To our knowledge, the only
bilingual data available including written French is the
feed of written news items selected and reduced from the
AFP newswire, published daily on WebSourd’s1 website
together with their equivalent version in LSF (cf. fig. 1).
The signed version is translated, signed and recorded by
professional French-to-LSF translators.
However, the WebSourd data is intended for short-term on-
line viewing, not for academic research. Besides the data
collection problem requiring that we save the few videos

1A company providing accessibility services to the deaf pub-
lic. http://www.websourd.org

Figure 1: WebSourd’s website with the daily list of news
items

daily with no control on the contents, the videos come in
a lossy Flash encoding format, which is a problem when
analysing finer details such as the direction of the eye gaze.
A better geometric and time resolution would be a require-
ment for any thorough study on such feature. Also, it is
important for corpora to enclose relevant meta-data, for ex-
ample on the informants’ connection with the language to
enable regional variation awareness, Sign Language (SL)
still not being well documented in that respect. These were
enough reasons to motivate us to build a reference corpus
joining written French and LSF, for academic research and
sharing.

2. Problems with text–SL parallelism

The oral (live production) nature and the oral-only status
(no written form) of SL together have significant conse-
quences on the way one can address translation.
First, when working with text for both source and target lan-
guages, the translator is enabled to produce a first wording
of the source meaning, and work from it iteratively. Al-
ternatively interpreting both texts, he can modify the target
translation until its distance in meaning and effect to the
source is satisfactorily low. This convergence process is
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to us what defines translation. It contrasts with captioning
and interpretation, whether live or consecutive, which only
allow one shot for output delivery. The “one shot” crite-
rion we define here brings a contrast to the common use of
the terms, where translation is written and interpretation is
oral. Of course, a reason is that such distinction is not appli-
cable to SL as no written form exists for the language, but
we also think that the two activities are different in nature,
and that both are possible in SL: translation if the output
can be reworked on (refilmed for example); captioning and
interpretation otherwise.
Because of corpus shortage, some projects have made use
of interpreter’s data as parallel data for translation research
(Forster et al., 2012). The problem with such use is pre-
cisely that interpreted recordings are one-shot deliveries,
i.e. not reviewed, not corrected. While interpretation ser-
vices remain crucial and the best solution for accessibil-
ity and to enable cross-language discussions, their one-shot
property makes them subject to undetected mishearings and
source language bias. For example, simultaneous interpre-
tation will at least have to follow the sentence-level chunk-
ing of the source, which is not necessarily appropriate in
the target language. To avoid this bias, we make the claim
that building a French–LSF parallel corpus must allow the
to-ing and fro-ing between the text and the signed output,
i.e. in our terms requires a translation process.
But a second problem exists when translating to the oral
modality: the result eventually needs to be memorised and
delivered by heart. Regardless of how prepared the output
is, video capture of the translation requires that the signer
performs it live, from the beginning of the message to its
end. Use of a white board with personal notes behind the
camera or allowing segmented production are possible tools
to cope with somewhat longer texts and avoid omissions,
but this is essentially a problem to which no real solution is
known yet.
For now, we choose to translate texts that are short enough
to remain within the limits of memorised productions, thus
clear of hesitations and not requiring post video edition. In
this way, our corpus tends to be a fully parallel corpus. But,
as we have just seen and because of unavoidable memoris-
ing, perfect parallelism is arguably unreachable. Moreover,
the community of researchers interested in corpus paral-
lelism usually include chunk, sentence or lexical alignment,
which does not apply well here. In this sense, our corpus
is not a fully parallel one. This classification problem al-
ready emerged in an earlier paper where Segouat and Braf-
fort (2009) attempted to categorise existing SL corpora. For
these reasons, we prefer to situate our corpus somewhere
between a comparable and a parallel set.

3. Preparing for the corpus

WebSourd textual documents are short summaries of AFP
newswire articles. They contain one or two sentences for
an average of 39 words. They normally describe the five
‘W’s of the reported event: what, when, where, who and, as
much as possible, why. For example:

(1) “Abidjan, la capitale économique ivoirienne, était à
nouveau paralysée mercredi, pour le troisième jour

consécutif, par des jeunes partisans du président
Laurent Gbagbo qui tiennent de nombreux barrages
dans la plupart des quartiers, rendant la circulation
quasiment impossible.” (Abidjan, the economic capi-
tal of Ivory Coast, was again paralysed on Wednesday for
the third consecutive day, by young supporters of presi-
dent Laurent Gbgabo, barricading most of the town dis-
tricts and almost blocking the traffic.)

News items were judged the ideal genre for our purpose,
for different reasons:

• the domain is not restricted, the news reporting about
events in virtually all contexts;

• the language is standard (no grammatical errors), and
meant to be concise (no bloat or repetition) and unam-
biguous;

• productions involve times, places, protagonists and
events, with clear relationships between them, which
typically triggers heavy use of signing space, a SL
specificity requiring scientific attention;

• our lab had worked with the AFP newswire feed in
different projects, so we could benefit from local ex-
pertise and systems.

Our goal being to provide a corpus of reference translations,
we have used the professional service of native deaf trans-
lators whose SL performance is acknowledged by the com-
munity. Professional service being costly (and currently
about 10 times more by the word into SL than into a writ-
ten language), it is important to select the source material
and control redundancy in a way that limits noise but not
linguistic use cases. A point was made to work on real-
life text excerpts to avoid any fake language intrusion in
the source. Hence, we decided to select a set of 40 arti-
cles among the textual news archive from WebSourd, and
for cross-informant comparison, have each one signed by
3 different informants (translators). The way we chose the
texts is one of the main points of our contribution, and pre-
sented in the remainder of this section.
First, we restrained the domains of linguistic features to ap-
pear, to give us a chance of building a model of a language
subset. Otherwise, we would barely have collected a list
of positive examples with too few of each feature to enable
generalisation. However, to avoid all texts to look alike
and lead our informants to guess too much of what is be-
ing analysed because of a too narrow focus, we chose four
elements of focus, related to events and temporality. This
choice was partly due to the fact that we already had ex-
pertise on time expressions and events from prior work in
text analysis (Moriceau and Tannier, 2014; Arnulphy et al.,
2012), which gave us background on the related theoretical
aspects as well. Also, results on the expression of time in
SL had been published2 and showed a relevant space map-
ping of time anchors on all spatial axes (vertical, sagittal
and horizontal left-to-right), dictated by certain semantic
criteria.
The four studied features, non mutually exclusive in a sin-
gle article, are the following:

2many referenced by Fusellier-Souza (2005)
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Date of the event
Date is made explicit Date is not made explicit

30 44

Gap between two events
Gap is known and precise Gap is fuzzy or unknown

4 5

Repeated events
First occurrence of a repeated event Other occurrences

Number is known Number is unknown
4 5 5

Table 1: Number of occurrences of each criterion in the corpus. The total is higher than 40 because several events can be
described and several phenomena can occur in the same document.

chronologies (dates, precedence and durations) in LSF (Fil-
hol et al., 2013).
As for its bilingual property, an immediate prospect of this
corpus lies in machine translation research, a domain on
which several efforts have been summarised in Morrissey
(2008). From the statistical point of view of course, data of
this size will not be helpful enough to fully train a transla-
tion or a language model. Furthermore, statistical learning
will normally need pre-aligned bitexts, whereas the video
nature of the translated part (unsegmented and continuous
stream of pixels) and the non-sequential syntax (simultane-
ity) of Sign Language together make this difficult. Thus
even big enough such type of corpus may not serve the ap-
proach.
However, this corpus can be very useful for text-to-SL
machine translation evaluation, whether based on statisti-
cal learning or on linguistic rules. Translations not being
unique, we must rule out a simple comparison between the
corpus data and the system’s output, but such corpus can
serve as a validation by positive comparison of similar out-
put. Also, the fact that we have three productions for every
text can help elaborate new metrics with a philosophy sim-
ilar to BLEU, a typical score measure of statistical text-to-
text translation systems based on edit distances to a set of
human reference translations (Papineni et al., 2002).
Future work is required to address longer texts in bilingual
corpora involving a Sign Language, especially when a par-
allel status is desired. We propose to work the other way
around and build a corpus from signed production as input
translated into text. This would allow the iterative process
of translation to rather apply on the text, and indeed guar-
antee that no bias from the text is carried into the sign dis-
course, by design.
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langue des signes française. La nouvelle revue AIS, 31.

LS-COLIN. 2000. http://www.irit.fr/ls-colin. Project web-
site (final report available).

S. Matthes, T. Hanke, J. Storz, E. Efthimiou, A.-L. Dimou,
P. Karioris, A. Braffort, A. Choisier, J. Pelhate, and É.
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Abstract

This paper presents the compilation of the DSL corpus collection created for the DSL (Discriminating Similar Languages) shared task to
be held at the VarDial workshop at COLING 2014. The DSL corpus collection were merged from three comparable corpora to provide
a suitable dataset for automatic classification to discriminate similar languages and language varieties. Along with the description of the
DSL corpus collection we also present results of baseline discrimination experiments reporting performance of up to 87.4% accuracy.

Keywords: language identification, language discrimination, comparable corpus, similar languages, language varieties

1. Introduction

The interest in building language resources for similar lan-
guages, dialects and varieties (SimDiVa) has been growing
significantly in the past few years. Along with these re-
sources, we have recently seen a substantial growth in stud-
ies creating NLP tools to process and analyse SimDiVa;
for instance, adapting character and word-level models
for machine translation between similar languages (Nakov
and Tiedemann, 2012), lexicon extraction from comparable
corpora for closely related languages (Fišer and Ljubešić,
2011), identification of lexical variation between language
varieties (Piersman et al., 2010) and automatically extract-
ing comparable lexical and syntactic differences between
language varieties (Anstein, 2013).
Along with recently published studies, the growth of inter-
est in varieties and dialects within the NLP community is
evidenced by recent events held at international NLP con-
ferences such as the DIALECTS workshop1 at the 2011
edition of EMNLP and ‘Adaptation of Language Resources
and Tools for Closely Related Languages and Language
Variants’ held at the latest RANLP2013 in Bulgaria2.
In like manner, forthcoming workshops such as
LT4CloseLang3 at EMNLP 2014 and the VarDial
workshop at COLING 2014 express the same interest in
SimDiVa. The VarDial workshop will host the Discrimi-
nating Similar Language (DSL) shared task which uses the
corpus collection that this paper describes.

1.1. DSL Shared Task

Within the scope of the DSL shared task and also the Var-
Dial workshop, we do not make a distinction between sim-
ilar languages, dialects and language varieties and we aim

1http://www.ofai.at/ dialects2011/
2http://c-phil.informatik.uni-hamburg.de/view/Main/

RANLPLangVar2013
3http://www.c-phil.uni-hamburg.de/view/Main/

LTforCloseLang2014

to discuss them collectively.
From a computational perspective, language processing
and tools adaptation for SimDiVa is analogous; the task
of adapting tools to process similar languages (e.g. Croa-
tian and Serbian) is not unlike adapting tools for di-
alects/language varieties (e.g. Dutch and Flemish; Brazil-
ian and European Portuguese).
The DSL shared task aims at discriminating similar lan-
guages and language varieties. We treated similar lan-
guages and varieties as classes and grouped by similarity
(see section 2). Similar shared tasks have dealt with lan-
guage identification or discrimination for a specific lan-
guage/variety group and generic language identification
evaluation. For instance, the DEFT2010 attempted to dis-
criminate the country of origin of French texts (e.g. Bel-
gium, France, Quebec, Switzland, etc.) (Grouin et al.,
2010) and the Multilingual Language Identification (MLI)
shared task focusing on general purpose language identi-
fication rather than on similar languages or language vari-
eties (Baldwin and Lui, 2010b). The main motivation of the
DSL shared task is to provide a non-partisan platform for
comparing classification systems using the same dataset.
For the purpose of the shared task we had to collect datasets
for training, development and testing. There was no cor-
pus compiled specifically for the purpose of discriminat-
ing similar languages or language varieties. However,
there were existing corpora that held data for various lan-
guages/varieties of interest to the DSL shared task. Short
of collecting data to build a new corpus, we collected cor-
pus subsets from various corpora to build the DSL corpus
collection.
To ensure that the systems participating in the shared task
were actually distinguishing classes (languages or varieties)
rather than text types or genres, we opted for comparable
journalistic texts as this is the most common text type that
has been used for previous studies on similar language dis-
crimination (as evidenced in 1.2.). Beyond the DSL shared
task, the DSL corpus collection is a useful resource for fu-
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ture experiments in language identification/discrimination.

1.2. Identifying Similar Languages and Varieties

Distinguishing similar languages is an obstacle in language
identification. The DSL shared task aims to fill this gap
by providing a dataset for researchers to test their systems
in different language groups containing closely related lan-
guages or varieties. This aspect of language identification
received more attention from the NLP community in the
last few years.

One of the first studies to explore this issue is the by
Ljubešić et al. (2007). This study proposes a computational
model for the identification of Croatian texts in compari-
son to other closely related South Slavic languages. The
study reports 99% recall and precision in three processing
stages. One of these processing stages, includes a list of
forbidden words, a ’black list‘, that appear only in Croatian
texts. Tiedemann and Ljubešić (2012) improve this method
and apply it to Bosnian, Serbian and Croatian texts. The
study reports significantly higher performance than the ac-
curacy of general-purpose methods, such as TextCat (Cav-
nar and Trenkle, 1994) and langid.py (Lui and Baldwin,
2012). Bosnian, Serbian and Croatian datasets provided are
included in the DSL corpus collection as group A.

Another study presents a semi-supervised character-based
model to distinguish between Indonesian and Malay
(Ranaivo-Malancon, 2006), two closely related languages
from the Austronesian family also represented in our
dataset. The study uses different features such as the fre-
quency and rank of character trigrams extracted from the
most frequent words in each language, lists of exclusive
words in each of the classes, and the format of numbers
(Malay uses decimal point and Indonesian uses comma).
The authors compare the performance obtained by their ap-
proach with the one obtained by TextCat. From the previ-
ously mentioned DEFT 2010 shared task, Mohkov (2010)
proposes a classification method based on the MARF
framework.

One of the methods proposed to identify language varieties
is by Huang and Lee (2008). This study presented a bag-of-
words approach to distinguish Chinese texts from the main-
land and Taiwan. Authors report results of up to 92% accu-
racy. Another study is the one presented by Zampieri and
Gebre (2012) for Portuguese. In this study, the authors pro-
posed a log-likelihood estimation to identify two varieties
of Portuguese (Brazilian and European). Their approach
was trained and tested using journalistic texts with accuracy
results above 99.5% for character n-grams. The algorithm
was later adapted to classify Spanish texts using not only
the classical word and character n-grams but also POS and
morphology information (Zampieri et al., 2013).

The most recent experiments, to our knowledge, aim to dis-
tinguish between Australian, Canadian and British English
(Lui and Cook, 2013). This study investigates the perfor-
mance of classifier across different domains and the results
obtained suggest that the characteristics of each variety are
consistent across them. Portuguese, Spanish and English
are also represented in the DSL dataset with two varieties
for each language.

2. DSL Corpus Collection

The availability of adequate language resources has been
a bottleneck for most language technology applications.
Reusing and merging existing resources is not altogether
unknown (Pustejovsky et al., 2005; Silvia et al., 2011;
Eckle-Kohler and Gurevych, 2012). Since there was no
existing resources specifically designed for discriminating
similar languages or language varieties, we merged differ-
ent corpora subsets for the purpose of the DSL shared task.
The DSL corpus collection comprises news data from vari-
ous corpora to emulate the diverse news content across dif-
ferent languages, viz. SETimes Corpus4 (Ljubešić, 2011;
Tyers and Alperen, 2010), HC Corpora (Christensen, 2014)
and Leipzig Corpora Collection (Biemann et al., 2007).

2.1. Corpora Cleaning

Although the source corpora for the DSL corpora used a
standardized Unicode encoding (UTF-8), the web-crawled
nature of news texts from Leipzig Corpora Collection and
HC Corpora contains various (X)HTML markups (e.g.
&mdash; and &rsquo;) and control-characters (e.g.
U+0091 to U+009F), that requires cleaning prior to data
usage for the DSL task. The HTMLParser5 was used to re-
solve the (X)HTML markups and a python code snippet6

was used to replace control characters with a null string.

Group Language/Variety Code

Bosnian bs
A Croatian hr

Serbian sr
Indonesian id

B Malay my
Czech cz

C Slovak sk
Brazilian Portuguese pt-BR

D European Portuguese pt-PT
Argentine Spanish es-AR

E Castilian Spanish es-ES
British English en-GB

F American English en-US

Table 1: Closely Related Language/Language Variety
Groups

2.2. Size, Format and Representation

For each language/variety, the DSL corpus collection con-
tains 18,000 randomly sampled training sentences, 2,000
development sentences and 1,000 test sentences; each sen-
tence contains at least 20 tokens. We note that our naive
notion of "tokens" here refer to orthographic units delim-
ited by white spaces and this is not necessarily scalable to
disambiguate language/variety groups that do not overtly
mark word boundaries such as Chinese vs Cantonese. But
for the purpose of the shared task, tokenization at codepoint

4published in OPUS (Tiedemann, 2012)
5www.docs.python.org/2/library/htmlparser.html
6www.pastebin.com/1aR1ivaR
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is sufficient because (i) the datasets are of a single encod-
ing and (ii) all languages involved use white spaces in their
orthography.
These sentences were randomly selected from the corpora
collections for each language/variety, the dataset compiled
can be treated as a balanced comparable corpora sample of
the news domain. To distinguish between the languages we
refer to them by the language code using ISO 639-1 con-
vention7 and for language varieties, we use a common con-
vention in localization, where the country code is appended
to the ISO code, e.g. en-GB refers to the British variety of
English.
The DSL Corpus Collection are in tab delimited format; the
first column presents a sentence in the language/variety, the
second column states its group and the last column refers to
its language code. Table 1 summarizes the language/variety
groups and their respective sources.

3. Baseline Discrimination Experiment

Using all 234,000 sentences of the training dataset, we
trained the Naive Bayes classification models with char-
acter and word ngrams features to discriminate between
the datasets. And we report the accuracy of the baseline
system on the 13,000 test sentences (1000 from each lan-
guage/variety).

3.1. Models

We used a lightweight Naive Bayes classification model
that was previously described in language identification
studies (Baldwin and Lui, 2010a; Zampieri and Gebre,
2012; Tiedemann and Ljubešić, 2012). Naive Bayes is
a popular classification model due to its robustness and
speed. The language of test document D is predicted by
maximizing the sum of the logarithmic probability of a fea-
ture (i.e. word/character ngrams frequency) w given a lan-
guage l:

l̂(D) = argmax
liǫL

|V |
∑

j=1

logP (wj |li) (1)

where L is the set of languages/varieties in each language
group, N is the frequency of the jth word/character ngram
in D and V is the set of all word/character ngrams in the
training data. We use the sklearn implementation of
multinomial Naive Bayes in our experiments8 (Kibriya et
al., 2004), which calculates:

P (w|li) =

∑|δ|
k=1 Nk,w + α

|V |+
∑|V |

j=1

∑|δ|
k=1 Nk,wj

(2)

where δ is the set of features from the test document D and
α is the smoothing factor; setting α=1 results in Laplace
smoothing and α<1 for Lidstone smoothing. We used
Laplace smoothing for our experiments.

7http://www.loc.gov/standards/iso639-2/php/English_list.php
8www.scikit-learn.org

3.2. Preliminary Results

The best results obtained in our baseline experiments re-
ported 87.4% accuracy when training on character 5grams
features (Table 2) and 87.1% when training on word uni-
grams features (Table 3).

Character

Ngrams Accuracy

2grams 0.763
3grams 0.837
4grams 0.867
5grams 0.874

6grams 0.873

Table 2: Discrimination Results with Character Ngrams
Features

Word Ngrams Accuracy

unigrams 0.871

bigrams 0.841
trigrams 0.736
uni+bigrams 0.857

Table 3: Discrimination Results with Word Ngrams fea-
tures

As a sanity check, we selected a subset of the training data
(108,000 sentences) and the testing data (6000 sentences)
from the first language of each language/variety group (i.e.
bs, id, cz, pt-BR, es-AR, en-GB) and ran the same Naive
Bayes classification training on the subset and we achieved
99.97% accuracy (5998 out of 6000 instances) with only
character 5grams feature. The contrasting increase in ac-
curacy without the need for discrimination of similar lan-
guages reiterates the need for language identification tools
to incorporate devices to discriminate similar languages.

Precision Recall F-score

bs 0.908 0.915 0.911
hr 0.957 0.944 0.950
sr 0.947 0.954 0.950
id 0.993 0.994 0.993

my 0.995 0.993 0.994
cz 1.000 1.000 1.000
sk 1.000 1.000 1.000

pt-BR 0.934 0.944 0.939
pt-PT 0.943 0.934 0.938
es-AR 0.927 0.744 0.825
es-ES 0.787 0.941 0.857

en-GB 0.600 0.602 0.601
en-US 0.600 0.598 0.598

Overall 0.889 0.889 0.889

Table 4: Precision, Recall and F-score of best performing
system

Table 4 reports the precision, recall and f-score of the the
5-gram classifier for the individual languages/varieties. In
the following section, we provide a brief error analysis on
the preliminary results from the best performing baseline
system.

8



bs hr sr id my cz sk pt-BR pt-PT es-AR es-ES en-GB en-US
bs 915 35 50
hr 53 944 3
sr 39 7 954

id 994 5 1
my 7 993

cz 1000 -
sk - 1000

pt-BR 944 56
pt-PT 66 934

es-AR 744 255 1
es-ES 59 941

en-GB 602 398
en-US 402 598

Table 5: Confusion Matrix for Character 5grams Naive Bayes Discrimination Classifier on Language varieties

3.3. Error Analysis

Table 5 presents the confusion matrix of the error anal-
ysis for the character 5gram classifier performance. The
table is to be understood as such, when classifying 1000
Bosnian (bs) test sentences, the classifier correctly tagged
915 instances (i.e. true positives), wrongly tagged 35 and
50 Bosnian sentences as Croatian (hr) and Serbian respec-
tively (i.e. false negatives) and wrongly tagged 53 Croatian
sentences and 39 Serbian as Bosnian (i.e. false positives).
We provide a brief error analysis to emphasize the need
for language discrimination among similar languages and
language varieties. From the confusion matrix, the Naive
Bayes classifier overfits in discriminating languages from
group A and cast Bosnian features on the other two similar
languages, thus resulting in high false negatives and false
positives.
For group B and C, Table 4 and 5 suggest that languages
that are thought to be similar are not so similar after all;
Czech and Slovak (group C) though sharing the same alpha-
bet and Slavic roots can be easily classified using the base-
line system. Also, for Indonesian and Malaysian (group
B), the common orthography and Austronesian origin did
not hinder the performance of the baseline system9.
Looking at the Portuguese varieties (group D), the base-
line classifier performed reasonably well but it still falls be-
hind the state-of-art accuracy (>95%) as reported in classi-
cal language identification literature (Cavnar and Trenkle,
1994; Baldwin and Lui, 2010a; Lui and Baldwin, 2012).
From Group E, the Castilian Spanish features overfits and
when the classifier tagged Argentine Spanish instances,
~25% of the time, it wrongly tagged them as Castilian
Spanish. Group F consisting of British (en-GB) and Ameri-
can (en-US) English also suffers from classification perfor-
mance; ~40% of the time the classifier makes mistakes and
tags an American test sentence as British and vice versa.
Prior to the DSL shared task, we might consider adding
more similar languages to group B and C so as to increase
the complexity of DSL task or replace the groups with other
groups of similar languages (e.g. Danish and Norwegian

9Note that one Indonesian test sentence was wrongly identified
as British English en-GB and one Argentine Spanish test sentence
was wrongly identified as American English en-US

(Bokmål) or Dutch and Flemish).

4. Conclusion

In this paper, we described the compilation of the DSL cor-
pus collection for the DSL shared task. This was done
through merging subsets of existing comparable corpora.
Using the DSL corpus collection, we run a simple Naive
Bayes discrimination system at the character and word lev-
els to serve as baseline for the shared task. This method
achieved an overall accuracy of 87.4% on the whole dataset.
The task of distinguishing similar languages and varieties
is by no means trivial and with this preliminary baseline
results, we would like to encourage the participation of re-
searchers and developers in the DSL shared task. The DSL
corpus collection and shared task are aimed at improving
the state-of-art language identification systems by tackling
a known bottleneck of this task: discriminating similar lan-
guages and varieties.
The compilation of the DSL collection fills an important
gap as no equivalent resource focusing on similar languages
and varieties was available prior to the compilation of this
collection. The resource and baseline system presented in
this paper can used beyond the context of the shared task
to improve/evaluate language identification systems as well
as for related NLP tasks.
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Abstract

Working with comparable corpora becomes an interesting alternative to rare parallel corpora in different natural language tasks.
Therefore many researchers have accentuated the need of large quantities of such corpora and the need to work on their construction.
In this paper, we highlight the interest and usefulness of textual data mining in social networks. We propose the extraction of tweets
from the microblog Twitter in order to construct a comparable corpus. This work aims to develop a new method for the construction
of comparable corpus from twitter that could be used in forthcoming work to construct a bilingual dictionary, using text mining approach.

Keywords: Social networks, Text mining , Comparable corpora, Comparability metrics

1. Introduction

Social networks are dynamic structures formed by indi-
viduals or organizations. They have been developed and
diversified on the web allowing large audiences to ex-
press their thoughts and reactions throughout multiple plat-
forms such as blogs, micro-blogs, facebook and wikis in
various languages. Recently, social networks have even
played an instrumental role in popular revolution, social
movement and participated to entire governmental policy
changes (Eltantawy and Wiest, 2011). As a result, a large
multilingual collection of posts became publicly available.
This has made text mining in social networks the sub-
ject of many recent researches. In this work, we conduct
an exploratory study of the construction of a multilingual
resource from these new modes of communication. In
fact, multilingual corpora are useful in different areas such
as multilingual text mining, bilingual lexicons extraction,
cross-lingual information retrieval and machine translation.
Multilingual corpora are either parallel corpora: corpus
that contains source text and their translations (McEnery
and Xiao, 2007), or comparable corpora : collections of
documents in the same or in different languages made up
of similar texts.
Although parallel corpora are very effective and used, they
have several disadvantages: firstly, their language coverage
remains insufficient. Besides, parallel texts freely available
are few. They are expensive to produce as they need human
translation. Then, comparable corpora are the best alter-
native, because they are less expensive and more produc-
tive. It is clearly easier to find document collections with
similar topics in multiple languages than to find parallel
corpora (Talvensaari et al., 2007). However, it remains to
note that researchers like (Morin et al., 2006) and (Li et al.,
2011) are more interested by the exploitation of compara-
ble corpora than creating new methods for their automatic
construction.
Our work consists in analyzing and exploiting the huge data
text from Twitter in order to build a comparable corpus.
Our goal is proving the feasibility of the new method for the
construction of comparable corpus using tweets. We focus,
in this work, on Arabic and French language seeing that

there are few Arabic/other languages pair comparable cor-
pora. For that, we decided to collect French/Arabic tweets
about Arab Spring posted from May 2013 to September
2013 and to calculate a comparability measure (CM) be-
tween collected posts.
In fact, a comparability metric is a key issue in field of
building comparable corpora. Its function is to estimate
the quality of corpus built on similar topics and different
languages. Recent works refer to three ways to calculate
comparability measures:

• Statistical measures: they are based on the quan-
tity of the common vocabulary. It includes (Li and
Gaussier, 2010) who used a translation table and (Su
and Babych, 2012) who used a bilingual dictionary,
given a comparable corpus P consisting of a source
part Ps, and a target part Pt, the degree of compa-
rability of P is defined as the expectation of finding
the translation of any given source/target words in the
target/source corpus vocabulary. Regarding (Yapomo
et al., 2012), their work described a CLIR- based
method to calculate similarity between texts. We cite
also (Saad et al., 2013) who have proposed two differ-
ent comparability measures based on binary and cos-
inus similarity measures. Their work is closer to (Li
and Gaussier, 2010). Unlike (Li and Gaussier, 2010),
their work was based on the bilingual dictionary Open
Multilingual WordNet (OMWN) word alignment.

• Semantic measures: they are based on the exploita-
tion of semantic resources to calculate word similar-
ity and still basically used for a monolingual collec-
tion (Corley and Mihalcea, 2005). This measure can
be adapted to multilingual environment by using re-
sources like global wordNet1.

• Hybrid measures: they are based on the use of both
information from corpora and a semantic resource
such as the work of (Mohammad et al., 2007) who pre-
sented the idea of estimating semantic distance in one
language using a knowledge source in another.

1http://www.globalwordnet.org
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Concerning our work, we discuss in Section 4, the result
of two different statistical comparability measures applied
to our collected corpus from twitter, which are based on
binary and cosine similarity measures. Our work is close
to (Saad et al., 2013) who proposed the same comparabil-
ity measure for Wikipedia corpus. Moreover, (Saad et al.,
2013) used a bilingual dictionary, we propose to use ma-
chine translation (MT). In fact, MT seems to be more ap-
propriate with the noisy nature of data processed (twitter
data). The rest of the paper is organized as follows. We first
present some related work in the next section. Section 3 in-
troduces our proposed approach. In section 4, we discuss
different evaluations used in this work. Finally, conclusions
and some prospects are stated.

2. Related work

2.1. Data sources of comparable corpora

Comparable corpora can be obtained easily from multilin-
gual textual contents. Initially comparable corpora were
made from newspapers, in this case the corpora does not
target a particular area and cover different topics (Fung and
McKeown, 1997), (Rapp, 1999). Scientific articles are con-
sidered as an interesting source for comparable corpora, be-
cause they cover many languages and topics. For exam-
ple (Déjean and Gaussier, 2002) built a comparable corpus
composed of medical records. For their part, (Chiao, 2004)
used specialized websites in the medical field (CISMeF 2

for French corpora and CliniWeb 3 for the English corpora)
rather than using general search engines.
Comparable corpora can also be acquired from the web,
which is considered as large source of data. Among the
studies that have used the web, we cite (Issac et al., 2001)
which built a corpus based on syntactic and semantic cri-
teria from the web. (Goeuriot, 2009) has built compara-
ble corpus for language pairs with great linguistic distance
(Japanese/French) based on an automatic classification sys-
tem.
Other approaches like (Laroche and Langlais, 2010), (Re-
bout, 2012), (Sellami et al., 2013) and (Saad et al., 2013)
work on the online encyclopedia, wikipedia to extract com-
parable articles. Recently, work such as (Gotti et al., 2013),
invested in automatic translation of tweets, they exploit the
great potential of tweets published by canadian government
agencies and organizations to construct a bilingual tweet
feeds used to create a tunnig and training material for Sta-
tistical Machine Translation. (Jehl et al., 2012) also focused
on automated translation of microblogging messages, they
provide a bilingual sentence pair data from twitter in En-
glish and Arabic about Arab spring for training SMT sys-
tem.

2.2. Construction methods of comparable corpora

Construction methods allow the acquisition and structur-
ing of multilingual data. They depend on the selected data
sources :

• Thematic crawling or focused crawling is a method
adopted for automatic construction of comparable cor-

2www.chu-rouen.fr/cismef
3www.ohsu.edu/cliniweb

pora from the web. It consists in using links be-
tween pages to collect documents. This method was
used by (Talvensaari et al., 2008) to extract English-
Spanish-German comparable corpora mined from the
web and concentrate on a specific domain. Thematic
crawling has as objective to minimize the number of
pages which are not related with the area studied. We
note that even if the web is a large volume of data, the
automatic acquisition of comparable corpora is still a
challenging task.

• Cross-language information retrieval is a method
which is an independent method from the web. It con-
sists in using the translated keywords of a source col-
lection as a query to the target collection. It was oper-
ated by (Talvensaari et al., 2007) who have proposed a
new approach using CLIR to extract Swedish-English
comparable corpus. In this approach, the keywords
were extracted using the RATF 4 measure. Their trans-
lations are executed as query on the target collec-
tion by the Indri5 information retrieval system. This
method may extract pertinent documents from the tar-
get collection but it has a disambiguation issue in the
choice of the best translation of keywords.

• Clustering is defined as the distribution of a set of
texts in groups according their similarity and without a
priori knowledge. It has been used by (Li et al., 2011)
to obtain bilingual clusters from a part of an initial cor-
pus. This part includes texts above a minimum thresh-
old of similarity that will be used to form a comparable
corpora. The same procedure is reproduced on the rest
of the corpus. This method of construction is simple
and organized but it can be slow.

3. Proposed approach to construct

comparable corpora from Twitter

3.1. Textual data collection

In this section, we present our textual data collection ex-
tracted from the popular social network Twitter. Twitter is
an online social networking and microblogging service that
allows users to send and read Twitter messages (tweets),
limited to 140 characters. An important role was played
by Twitter in the socio-political events, such as the Arabic
spring, the theme of our corpus. In fact, since the Arabic
revolutions, this media presents itself as a vehicle for the
voice of politicians, artists, and especially young people.
This choice of source data was made because of the mas-
sive volume of data posted on twitter and available through
the Twitter API which allows queries against specific top-
ics. Also, Twitter data can respect criteria of comparability
like theme, date proximity and document length.
Tweets about the Arab spring were retrieved using Twitter’s
Search Api 6 feature which is offered by Twitter to give de-
velopers access to tweet data servers. The search API is fo-
cused on relevance and not completeness. It usually serves
only tweets from the past week.

4Relative Average Term Frequency
5http://www.lemurproject.org/indri.php
6http://dev.twitter.com
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This API can filter tweets based on queries. For example,
to retrieve tweets that report on the movement Occupy Wall
Street, you have just to use the keywords that describe this
movement and specify the language/period of this move-
ment. After collecting the data, we specify in the follow-
ing subsection the various forms of data preprocessing per-
formed on the collected corpus.

3.2. Preprocessing of collected corpora

After collecting the data we have employed a number of
preprocessing techniques. This phase is a succession of
three steps, the result of each step will be used by the next.
The three steps are performed on each of the Arabic and
French corpus separately.
First, we have eliminated special characters and numbers of
each collection to just obtain the textual content of tweets
(for example remove the names of users, the punctuation,
smileys, etc). Second we have eliminated redundancy by
deleting retweets. Retweets is a copy of someone else’s
tweet broadcasted by a second user to their followers, they
do not generally add any new information (McMinn et al.,
2013).
The last step is the morpho-syntactic labeling of the tweet
corpora. This task associates to each word of the collected
corpora a label which recapitulates its morpho-syntactic
proprieties in the text. Morpho-syntactic labeling has been
made in this step using TreeTagger (Schmid, 1994) for
French tweets and MADA (Habash and Rambow, 2005) for
Arabic .

3.3. Normalisation of tweet corpora

The variety of linguistic phenomena existing in the textual
data and the lack of conventions and spelling standards in
social networks require a phase of standardization. In fact,
building comparable corpora from this media raises a num-
ber of challenges.
Indeed, the recovered data could not be used directly. The
writing style, used in social networks and microblogs, is
sometimes incomprehensible. The users frequently make
spelling and grammar mistakes and create short texts that
are difficult to analyze. Our normalisation process is fo-
cused, in this work, on the French collection. It was based
on a spellcheking approach for normalising short text as
works that have been conducted on normalising social me-
dia in French language were scarce except some attempts
like (Fairon et al., 2006), (Yvon, 2008) and (Beaufort et al.,
2010). Our implementation involves the following steps:

• First, we have used a short text messages (SMS) dic-
tionary7 which covers global spelling mistakes used
with SMS and their standard lexical forms. In other
words, it provide translations from SMS expressions
to plain language expressions. This dictionary was
used to identify candidate token (OOV) for lexical
normalisation. We note that the coverage of SMS
dictionary used, was incapable to identify all OOV
words in tweet corpora. For the purpose of this work
we have employed a personalized dictionary manually
built from a training corpus collected through topsy

7http ://www.langagesms.com/dictionnaire.html

8 a tweet search engine. This, personalized dictio-
nary check the OOV words of tweet relative to our
theme corpora (for example: manif→ manifestation,
mvt→mouvement, jan→janvier).

• Second, our two dictionaries were automatically ap-
plied to the corpus, then ill-formed words were trans-
formed to their standard format.

3.4. Description of the built corpus

The constructed textual resource is an Arabic/French bilin-
gual corpus consisting of a total of 52000 tweets which
were published on Twitter’s public message board during
May 2013 to September 2013. We collected tweets that
contained the keywords respectively in Table 1 and Table 2.
The tweets are then subjected to Pre-processing and stan-
darization resulted in a total of 20025 tweets in Arabic and
20023 tweets in French .

Keywords Translation number of tweets
Printemps arabe Arab spring 4003
Révolution arabe Arabic revolution 110

Syrie Syria 9110
Egypte Egypt 4600

Révolution tunisienne Tunisian revolution 2200

Table 1: Number of French tweets by keywords (after Pre-
processing)

Keywords Transliteration Number of tweets
�ú
G. QªË@ ©J
K.

�QË @ Alrrabyς Alςrbyy 14285
�é�J
K. QªË@

�èPñ
��JË @ Alθwrh̄ Alςrbyyh̄ 20

AK
Pñ� swryA 2100

Qå�Ó mSr 2300
�é�J
�

	�ñ�JË @ �èPñ
��JË @ Alθwrh̄ Altwnsyyh̄ 1320

Note: The transliteration consists on writing Arabic with latin caracters to help non Arabic speakers to read Arabic. In
this paper, Arabic orthographic transliteration is presented in the HSB scheme (Habash et al., 2007): (in alphabetical
order)
@ H. �H �H h. h p X 	X P 	P � �� � 	�   	  ¨ 	̈ 	¬ �� ¼ È Ð 	à è ð ø


A b t θ j H x d ð r z s š S D T Ď ς γ f q k l m n h w y

and the additional letters: ’ Z, Â


@, Ǎ @
, Ā

�
@, ŵ 
ð', ŷ Zø', h̄ �è, ý ø.

Table 2: Number of Arabic tweets by keywords (after Pre-
processing)

4. Evaluation of the comparability

As we stated, comparability is the key concept in the pro-
cess of building comparable corpora. However, there has
been no widely accepted definition of comparability (Liu
and Zhang, 2013). Even if, tweets that talk about the same
event in the same period but in different languages were
extracted, thus respecting comparability’s criteria, we need
to evaluate similarity between the Arabic and French data
collected from Twitter. During this step, methods based on
word frequency have been processed to measure corpus ho-
mogeneity between French and Arabic collections. In fact,

8http://topsy.com/tweets
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comparability is defined according to an application. As
we aim to use our corpora in extracting bilingual lexicons,
these methods are the best alternative because they are gen-
erally focused on the amount of common vocabulary in the
document. So, the comparability measures used in our ap-
proach are statistical measures based on CLIR. Two infor-
mation retrieval models were considered: binary and vector
space model (cosine similarity).

4.1. Binary measure of comparability

In binary measure, the source and target (Arabic and
French) collections are represented as a bag of words. In
this case, the degree of comparability reflects the absence or
presence of keywords (or index) translation from the source
vocabulary (respectively target) in the target vocabulary (re-
spectively source).
To extract the index of the two collections (Arabic and
French), we have used the Lemur9 information retrieval
system. The resulting indexes are translated with an on-
line MT system10. Finally, we have verified the ab-
sence/presence of index terms in each collection, in other
words, we have calculated the degree of comparability of
our corpus in a binary way as follows.
Given a corpus P with a source language Ls and a target
language Lc, the binary function trans(Ws, dt) returns 1
if the translation of a Word from the source vocabulary Ws

was found in the target vocabulary dt and 0 in the other
case. Thus, bin-DC for the source and target documents is
calculated as follows:

binDC(ds, dt) =
∑

ws∈ds
trans(ws,dt)

|ds|

We note that, binDC(ds, dt) and binDC(dt, ds) are not
symmetrical (Saad et al., 2013), our work was based on the
following formula for measuring the total comparability of
our comparable corpus :

binDC(ds,dt)+binDC(dt,ds)
2

For this measure based on Boolean information retrieval
model(bin-DC) the comparability degree is between [0-1]:
1 strongly parallel, 0 neither parallel nor comparable.

4.2. Vector measure of comparability

In the vector information retrieval model, a document is
represented as a vector in the vector space. Each vector’s
document is compound indexing terms. The coordinates of
a vector represents the weight of each term. The similarity
measure is usually the cosine of the angle that separates the
two vectors (Boubekeur-Amirouche, 2008). To represent
documents in the vector space model (VSM), we have built
the source and target vectors with the following method:
we extracted indexes with lemur. The resulting index (in
source langage) was translated with MT and ran against
the target collection with the Lemur retrieval system based
its cosine similarity as retrieval model which uses the idf

9http://www.lemurproject.org/
10http://www.bing.com/translator

weighting model to convert documents to vectors. For this
second measure which is based on vector model (cosine-
DC) the similarity measure logically should therefore be
between [-1, 1]:-1 totally opposed, 1 exactly the same and
0 independent. As vectors in our case represent the weight
of words in tweets. Since weights of words are always pos-
itive values, then the cosine measures ranges also from 0 to
1.

4.3. Results and discussion

To illustrate the evolution of the degree of comparability
depending on the amount of data retrieved from Twitter, we
have created from the French and Arabic corpus several sets
containing variable data rates between the first 10% of the
corpus and the entire corpus. Then we have calculated the
comparability between these datasets through the Boolean
model of information retrieval in both Arabic → French and
French → Arabic .

Figure 1: Evolution of comparability with the amount of
data

The curve of figure 1 shows that the degree of comparabil-
ity is proportional to the amount of data in the source and
target corpus. As this corpus is exploited automatically,
increasing the size of data ensures a lexical coverage. The
more vocabulary is used, the more comparability improves.

Measures bin-DC cosine-DC
Degree of comparability 0.17 0.22

Table 3: measurement of comparability results

Table 3 summarizes the results of two measures of com-
parability : bin-DC in the boolean method and cosineDC
in the vector method. The results show that the measure of
comparability cosine-DC is better than bin-DC. This result
was expected since the measure based on vector model
includes weighting of terms unlike the Boolean model that
uses a binary weighting.
Our experimental results of comparability measures are
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promising and show that our corpora has a comparability
feature especially if we compare our results with (Saad et
al., 2013) who had used articles from Wikipedia which is
considered as user content, less noisy then our textual data,
and found close results (0.11 for binary measure and 0.18
for vector measure).

5. Conclusion and Future Work

Despite the popularity of twitter, we note that few re-
searches have been conducted on the construction of cor-
pora based on tweets. This is due to a number of issues
associated with the construction of Twitter corpora, includ-
ing restrictions on the distribution of the tweets, which pre-
vents us to make our corpus available. In this work, we
created an Arabic-French comparable corpus, which is, to
the best of our knowledge, the first comparable corpus col-
lected from Twitter. We created the corpus of tweets ex-
tracted through the Twitter API based on their topic sim-
ilarities and close publication dates. Experimental results
showed that our calculated comparability measures capture
a similarity degree for our comparable corpus. In the fu-
ture we will improve the normalisation step and we will try
to treat a larger tweet corpus. We aim also to improve the
comparability evaluation. In closing, building comparable
corpus from twitter isn’t an end in itself; our goal is to ex-
ploit this corpus for bilingual extraction in future works.
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Résumé

The main issue of any lexicon-based sentiment analysis system is the lack of affective lexicons. Such lexicons contain lists of words
annotated with their affective classes. There exist some number of such resources but only for few languages and often for a small
number of affective classes, generally restricted to two classes (positive and negative). In this paper we propose to use Twitter as a
comparable corpus to generate a fine-grained and multilingual affective lexicons. Our approach is based in the co-occurence between
English and target affective words in the same emotional corpus. And it can be applied to any number of target languages. In this paper
we describe the building of affective lexicons for seven languages (en, fr, de, it, es, pt, ru).

Keywords: Affective Lexicon, Comparable Corpus, Sentiment Analysis

1. Introduction

Research in Sentiment Analysis and Opinion Mining, has
flourished in the past years. The growing interest in pro-
cessing emotions and opinions expressed in written text is
motivated by the birth and rapid expansion of the Social
Web that made it possible for people all over the world to
share, comment or consult content on any given topic. In
this context, opinions, sentiments and emotions expressed
in Social Media texts have been shown to have a high in-
fluence on the social and worldwide economic behavior. In
spite of the growing body of research in the area in the past
years, dealing with affective phenomena in text has proven
to be a complex and interdisciplinary problem that remains
far from being solved.
As any emergent field, its challenges include the need to de-
velop linguistic resources to perform computational tasks.
In our case, we are interested in the sentiment classification
task which is performed either with statistical approaches
or with lexicon-based approaches. In the two cases, the lack
and the scarcity of affective lexicons present a real issue for
sentiment analysis system. Multilingual affective lexicons
are central components for cross-lingual sentiment analy-
sis systems. Their manual construction is a hard, long and
costly process. While often it is impossible to consider for
most under-resourced languages because of the scarcity or
even lack of experts. Existing affective lexicons are always
monolingual and often developed for English. Furthermore,
many of these lexicons are very simple, i.e. they consist of
a list of words divided into only two classes : positive and
negative. To our knowledge, there is no fine grained affec-
tive and multilingual lexicons.
Most previous work addressing the problem of bilingual
lexicon extraction are based on parallel corpora. However,
despite serious efforts in the compilation of corpora (Arm-
strong and Thompson, 1995), (Church and Mercer, 1993),
to our knowledge, there is no available affective parallel
corpus for the field of sentiment analysis.
On the other hand, with the rapidly growing volume of re-
sources on the Web, the acquisition of non-parallel texts is
usually much easier. Thus, as mentioned by (Rapp, 1995)

and (Rapp, 1999) it would be desirable to have an approach
that can extract lexicons from comparable or even unre-
lated texts. In this paper, we propose to use Twitter as a
comparable corpus to extract multilingual affective corpus.
Our approach is motivated by the fact that, nowadays, so-
cial media user’s and in particular twitter users’ express and
share their sentiments, opinions and emotions on a variety
of topics and discuss current issues over the world. In fact,
many people can talk about the same event and describe
their emotional state triggered by this event in different lan-
guages. Hence, Twitter could be considered as a compa-
rable corpus as we could group tweets (messages written by
users) by emotion/opinion/sentiment expressed in different
languages. We have tested our approach to build seven af-
fective lexicons for English, French, German, Spanish, Ita-
lian, Portuguese and Russian.

2. Related Work

There are two ways to cover the lack of sentiment analysis
resources. The first way is to create manually a lexicon in a
source language as (Bradley and Lang, 1999) who develo-
ped the Affective Norms of English Words (ANEW) which
is a set of normative emotional ratings for 1034 English
words. And then localize the source lexicon into target lan-
guages.
(Redondo et al., 2007) have adapted the ANEW into Spa-
nish, (Vo et al., 2009) localized it into German. This ap-
proach requires human translators to ensure the quality of
the localized resource and therefore is cost expensive and
not scalable.
(Strapparava and Valitutti, 2004) developed the WordNet
Affect which is a manually created extension of the Word-
Net, including a subset of synsets suitable to represent af-
fective concepts correlated with affective words. The se-
cond approach is automatic construction of a lexicon. The
most common method is bootstrapping. This method starts
with seed words with a known polarity (e.g. good, happy,
wonderful for a positive class, bad, sad, terrible for a ne-
gative class). Next, the seed words are used to find related
words and assign them the same class or estimate their po-
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Anger Fear Love

#anger #fear #love
#rage #terror #affection
#irritation #shyness #care
#nervousness #worry #tenderness
#impatience #apprehension #fondness
#annoyance #terrified #kindness
#angry #alarm #attachment
#edgy # scare #devotion
#exasperated #scared #passion
#irritated #envy
#annoyed #desire

TABLE 4 – Seed Affective word for Anger, Fear and Plea-
sure affective classes

Affect.Cl. En Fr De It Es Ru Pt

DISCOMFORT 551 232 65 33 157 10 63
FEAR 1677 156 123 15 488 35 124
DISPLEASURE 1617 645 13 7 74 6 15
SADNESS 283 211 204 209 459 110 272
ANGER 1690 73 9 16 198 102 43
CONTEMPT 506 606 53 43 310 69 68
PLEASURE 2414 1952 1639 1099 2082 664 1198
LOVE 2452 434 595 632 2251 1369 933

TABLE 5 – Number of document per affective class and per
language.

from the collected corpora based on the co-occurence bet-
ween English and target emotional hashtags in the same af-
fenctive class.

4.1. Corpora collection

Data collection from the Web usually involves crawling and
parsing of HTML pages which is a solvable but at the same
time a consuming task. In our case, collecting data from
Twitter is much easier since it provides an easy and well-
documented API 1 to access its content. In this work, we
selected from the Table 1 the 8 prominent affective classes
that are frequent in tweets : Negative surprise, Anger, Sad-
ness, Fear, Displeasure, Boredom, Positive surprise, Plea-
sure and Love. For each selected class we have defined a list
of English seed emotional words that are commonly used
by English speakers to express their affective state on Twit-
ter.
Table 4 presents an extract of English seed emotional words
that are used for the three affective classes Anger, Fear and
Love. Then, we supplied the Twitter Search API with the
English emotional hashtags queries and collected tweets
written in their native languages and containing at least one
hashtag of the English list. In fact, we noticed that when a
user writes an affective tweet, he or she uses an emotional
word hashtag in his or her native language and he or she,
also, gives the corresponding English word.
The characteristics of the gathered corpus are presented in
the Table 5.

4.2. Lexicon construction

In the preprocessing of the collected corpus, we discarded
tweets with the prefix Rt, RT, and rt, which indicate that the
tweet that follow are re-tweets (re-postings of tweets sent
earlier by somebody else).

1. Twitter API : https ://dev.twitter.com/docs

FIGURE 1 – Extraction of Hashtags from the French corpus

Second, we grouped the gathered tweets by language and
by emotion (Figure 1). Then, for each emotion e i.e.
SADNESS, PLEASURE, LOVE, etc., we extract all co-
occurent hashtags and compute their correlation to e. In
order to compute how much an hashtag h is correlated to
an emotion e, we compute the Strength of Association the
(SoA) between an hashtag h and an emotion e (Equation 1).
We discarded short (less than 2 characters) and numerical
hashtags.

SoA(h, e) = log (
freq(h, e)

freq(h) · freq(e)
) (1)

Where the freq(h, e) is the is the number of times h oc-
curs in tweets belonging to the emotion e. And freq(h),
freq(e) are the frequencies of h and e in the corpus.
If an hashtag appear in more than one emotion class, we
associate it to the most correlated class. The size of the
constructed lexicons is about 17.000 entries for the seven
languages.

5. Conclusion

In this research we have presented a novel approach ba-
sed on Twitter as a comparable corpus to extract automati-
cally affective lexicons in seven langages (English, French,
German, Italian, Spanish, Portuguese and Russian). Our ap-
proach was motivated by the fact, that non english spea-
ker’s, usually, use bilingual terms in their messages. So,
we are based in the co-occurence between the English and
the target affective terms to generate multilingual affective
lexicons. The presented approach is generic as it could be
applied for any language. Since the number of returned
tweets is limited by the Twitter Search API, in a future
work, we plan to use the Twitter Streaming API 2, in or-
der to collect a larger corpus and then obtain larger lexi-
cons. Obtained lexicons, contains not only purely emotio-

2. https ://dev.twitter.com/docs/streaming-apis
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Affective Class French German

Anger en colère wütend
fâcher angepisst
rage Wut
irriter zerstoren
rougir Unterbrechung
nervosité Tollwut
massacre massaker
énerver Erregung
exciter schötteln
furax verärgert

Fear peur angst
terreur terror
violence befürchten
trombler gestrandet
mort Tod
terrifié erschrocken
appréhender achtgeben
inquiétude sorge
timidité eingeschüchtert
anxiété ängstlich

Love amour Liebe
Valentin verheiratet
coeur verpassen
mariage schön
manquer verpassen
aimer lieben
adorer leidenschaft
envie Neid
gentillesse freundlichkeit
affection zuneigung

Pleasure heureux Vergnügen
content glücklich
génial spielend
bonheur Musik
plaisir schön
jouer underschön
vacances Ferien
podium erstaunlich
agréable reizend
amusant lustig

TABLE 6 – The Top-10 entries of the French and German affective lexicons for the Anger, Fear, Love and Pleasure emotion
classes.

nal words but also some common-sence words that are as-
sociated to an affective class ; such as the german word Tod
which is associated to the Fear affective class or the french
term coeur which is assiciated to the Love class. So, for
each langiage, we plan to divide the obtained lexicon into
two sub-categories : purely emotional words and common-
sence words.
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mots-dièse. In Congrès Mondial de la Linguistique
Française., Berlin.

S. M. Mohammad. 2012. Emotional tweets. In In Procee-
dings of First Joint Conference on Lexical and Compu-
tational Semantics (*SEM).

A. Pak and P. Paroubek. 2010. Construction d’un lexique
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Audio En Text
Sub-Domain # words # sentences # words Fr # words En
Business 289909 7898 425001 613684
Sport 81768 2369 112736 102923
Culture 388548 16773 262745 274323
Europe 398675 12531 302665 287178
Life Style 28813 1111 18379 19480
Politics 806607 26002 4932055 4666655
Science 231034 9346 147195 141652
Total 2225354 76030 6213995 6127565

Table 1: Size of the transcribed English audio corpus and English-French texts.

As an example, consider Figure 4, which presents two
paragraphs extracted from the news articles presented
in Figure 1. Although the articles report on the same
event and express overlapping content, the texts cannot
be considered as strictly parallel. They contain no fully
parallel sentences pairs, but as shown by the boxes in the
figure, some parallel phrases do exist in the sub-sentential
level.

We developed a parallel phrase extraction system which op-
erates in two steps. First, parallel phrase pair candidates
are detected using the IBM1 model (Brown et al., 1993).
Then the candidates are filtered with probabilistic transla-
tion lexicon (learned on the baseline SMT system training
data) to produce parallel phrases using log-likelihood ratio
(LLR) method (see (Munteanu and Marcu, 2006) for de-
tails). Our technique is similar to that of (Afli et al., 2013)
called PhrExtract, but we bypass the need of the TER fil-
tering by using a LLR lexicon. We call this new extended
system PhrExtract_LLR.

3.2. Baseline systems

The ASR system used in our experiments is an in-house
five-pass system based on the open-source CMU Sphinx
system (version 3 and 4), similar to the LIUM’08 French
ASR system described in (Deléglise et al., 2009). The
acoustic models were trained in the same manner, except
that we added a multi-layer perceptron (MLP) using the
Bottle-Neck feature extraction as described in (Grézl and
Fousek, 2008).

To train the language models (LM), we used the SRILM
toolkit (Stolcke, 2002). We trained a 4-gram LM on all our
monolingual corpus.
The SMT system is a phrase-based system based on the
Moses SMT toolkit (Koehn et al., 2007). The standard
fourteen feature functions are used, namely phrase and
lexical translation probabilities in both directions, seven
features for the lexicalized distortion model, a word
and a phrase penalty and a target language model. It is
constructed as follows. First, word alignments in both
directions are calculated with the multi-threaded version
of the GIZA++ tool (Gao and Vogel, 2008). Phrases and
lexical reorderings are extracted using the default settings
of the Moses toolkit. The parameters of our system were
tuned on a development corpus using the MERT tool (Och,

Corpus # words En # words Fr
nc7 3.1M 3.7M

eparl7 51.2M 56.4M

devEuronews 74k 84k
tstEuronews 61k 70k

devTED 36k 38k
tstTED 8.7k 9.1k

Table 2: MT training and development data.

2003). To train, optimize and test our baseline MT system,
we used the data presented in Table 2.

For each comparable corpus (Euronews-LIUMand TED-
LIUM, we chose the most appropriate development and test
corpus. devEuronews and tstEuronews are the news corpora
used in the, respectively, WMT’10 and WMT’11 evaluation
campaigns. devTED and tstTED are the official dev and test
corpora from the IWSLT’11 international evaluation cam-
paign.

We use the Lemur IR toolkit (Ogilvie and Callan, 2001) for
the sentence extraction procedure with default settings. We
first index all the French text considering each sentence as
a document. This allows to use the translated sentences as
queries to the IR toolkit. The IR system make use of the
bag of word representation of each sentence and returns the
most similar to the query. This sentence is then paired with
the English query sentence.By these means we can retrieve
the best matching sentences from the French side of the
comparable corpus.

4. Results

For the sake of comparison, we ran several experiments
with two methods. The first one, is PhrExtract_LLR (pre-
sented in section 3., and the second one corresponds to the
method applied by (Afli et al., 2013) (called PhrExtract as
in their paper). Experiments were conducted on English to
French TED and Euronews tasks.
PhrExtract uses TER for filtering the result returned by IR,
keeping only the phrases which have a TER score below a
certain threshold determined empirically. Thus, we filter
the selected sentences in each condition with different
TER thresholds ranging from 0 to 100 by steps of 10.
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The various SMT systems are evaluated using the BLEU
score (Papineni et al., 2002).

Methods # words (en) # words (fr)
PhrExtract (TER 60) 16.61M 13.82M

PhrExtract_LLR 1.68M 2.27M

Table 3: Number of words and sentences extracted from
TED-LIUMcorpus with PhrExtract and PhrExtract_LLR
methods.

Methods # words (en) # words (fr)
PhrExtract (TER 50) 2.39M 1.95M

PhrExtract_LLR 636.8k 224.1k

Table 4: Number of words and sentences extracted
from Euronews-LIUMcorpus with PhrExtract and PhrEx-
tract_LLR methods.

Tables 3 and 4 show the statistics of the bitexts extracted
from Euronews-LIUMand TED-LIUM. One can note that
the sizes of the two sides of the bilingual text extracted
from Euronews-LIUMare very different (English side is al-
most three times larger than French size). This behaviour
is not observed on the TED data, and we do not yet explain
this fact which requires a more fine grain analysis of the
obtained bitexts. These bitexts are injected into our generic
training data in order to adapt the baseline MT system.
Tables 5 and 6 present the BLEU scores obtained with
the best bitext extracted from each multimodal corpus
with PhrExtract and PhrExtract_LLR methods. The TER
threshold is set to 50 for Euronews-LIUMand 60 for TED-
LIUM.

Systems devTED tstTED
Baseline 22.93 23.96

PhrExtract (TER 60) 23.70 24.84
PhrExtract_LLR 23.63 24.88

Table 5: BLEU scores on devTED and tstTED after adapta-
tion of a baseline system with bitexts extracted from TED-
LIUMcorpus.

Systems devEuronews tstEuronews
Baseline 25.19 22.12

PhrExtract (TER 50) 30.04 27.59
PhrExtract_LLR 30.00 27.47

Table 6: BLEU scores on devEuronews and tstEuronews
after adaptation of a baseline system with bitexts extracted
from Euronews-LIUMcorpus.

In the experiment with TED data, we seek to adapt our
baseline SMT system to a new domain. We can see in
table 5 that our new system obtains similar results as the

PhrExtract method. This means that the extracted texts are
useful for adaptation purpose.
The same behavior is observed on Euronews task (Table 6).
The extracted text can be used to improve an existing SMT
system already trained on the same kind of data.
This new extraction method bypass the use of the TER fil-
tering which required many experiments in order to deter-
mine the best threshold for each task.
Moreover, looking at the extracted text sizes in Tables 3
and 4, we can observe that the LLR method generate much
less data while obtaining equivalent performance. This sug-
gests that only the most relevant data is extracted by this
technique.
We can see in the example in Table 7, that adding the ex-
tracted phrases can have a positive effect on translation
quality.

5. Related Work

There has been considerable amount of work on exploiting
comparable corpora, although from a different perspective
than the one taken in this paper.
(Zhao and Vogel, 2002) proposed an adaptive approach
aims at mining parallel sentences from a bilingual compa-
rable news collection collected from the web. A maximum
likelihood criterion was used by combining sentence length
models and lexicon-based models. The translation lexicon
was iteratively updated using the mined parallel data to get
better vocabulary coverage and translation probability es-
timation. In (Yang and Li, 2003), an alignment method
at different levels (title, word and character) based on dy-
namic programming (DP) is presented. The goal is to iden-
tify the one-to-one title pairs in an English/Chinese corpus
collected from the web, They applied longest common sub-
sequence (LCS) to find the most reliable Chinese transla-
tion of an English word. (Resnik and Smith, 2003) propose
a web-mining based system called STRAND and show that
their approach is able to find large numbers of similar doc-
ument pairs.
A cross-language information retrieval techniques is used
by (Utiyama and Isahara, 2003) to extract sentences from
an English/Japanese comparable corpus. They identify
similar article pairs, and then, considering them as paral-
lel texts, they align their sentences using a sentence pair
similarity score and use DP to find the least-cost alignment
over the document pair.
(Munteanu and Marcu, 2005) uses a bilingual lexicon to
translate some of the words of the source sentence. These
translations are then used to query the database to find
matching translations using information retrieval (IR) tech-
niques. (Abdul-Rauf and Schwenk, 2011) bypass the need
of the bilingual dictionary by using their own SMT system.
They also use simple measures like word error rate (WER)
or translation edit rate (TER) in place of a maximum en-
tropy classifier.
In (Munteanu and Marcu, 2006) a first attempt to extract
parallel sub-sentential fragments (phrases) from compara-
ble corpora is presented. They used a method based on a
Log-Likelihood-Ratio lexicon and a smoothing filter. They
showed the effectiveness of their method to improve an
SMT system from a collection of a comparable sentences.
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Source EN
for me it’s a necessity to greece stays in the euro zone and that greece gets the chance to get back on track the problem

(ASR output)

Baseline FR pour moi une nécessité pour la grèce reste dans la zone euro et que la grèce aura la chance de revenir sur la piste problème

Adapted FR Je vois la nécessité que la Grèce reste dans la zone euro et que la Grèce aura la chance de se remettre sur pieds .

Table 7: Example of translation quality improvements of the baseline MT system after adding parallel data extracted from
Euronews-LIUMcorpus.

The second type of approach consist in extracting paral-
lel phrases with an alignment-based approach (Quirk et al.,
2007; Riesa and Marcu, 2012). These methods are promis-
ing, because (Cettolo et al., 2010) show that mining for
parallel fragments is more effective than mining for par-
allel sentences, and that comparable in-domain texts can
be more valuable than parallel out-of-domain texts. But the
proposed method in (Quirk et al., 2007) do not significantly
improve MT performance and model in (Riesa and Marcu,
2012) is designed for parallel data.
So, it’s hard to say that this approach is actually effective
for comparable data.
Since our method can increase the precision of the extrac-
tion method, it greatly expands the range of corpora which
can be usefully exploited.

6. Conclusion

In this paper, we have presented a new multimodal corpus
built to extract parallel data for SMT systems. We also pre-
sented a new system to extract parallel fragments from a
multimodal comparable corpus. Experiments conducted on
TED and Euronews data showed that our method signifi-
cantly outperforms the existing approaches and improves
MT performance both in situations of domain adaptation
(TED data) and of in-domain improvement (Euronews).
This is an encouraging result which do not require any
threshold empirically determined comparing to TER filter-
ing method. Our approach can be improved in several as-
pects. A parallel corpus is used to generate the LLR lex-
icon used for filtering. An alternative method could be to
construct a large bilingual dictionary from comparable cor-
pora, and use it in the filtering module. In this case, the
lexicon would benefit from containing words specific to the
targeted task (in the case of adaptation). Another interest-
ing extension is to carefully select the comparable data to
be used in the extraction framework. This selection could
be based on a similarity measure computed before the ex-
traction process, and would help to improve the system per-
formances.
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1. ,QWURGXFWLRQ 
7KH�QHHG�IRU�HIILFLHQWO\�SURGXFLQJ�D�GRFXPHQW�LQ�PXOWLSOH�

ODQJXDJHV�PRVW�SUREDEO\�DSSHDUHG�ORQJ�WLPH�DJR��DQG�WKH�

5RVHWWD� 6WRQH� LV� D� IDPRXV� H[DPSOH� RI� WKLV� QHHG�� 2QH�

FRQYHQWLRQDO� DSSURDFK� WR� WKH� SUREOHP� FRQVLVWV� LQ� DQ�

DXWKRULQJ� VWHS� IROORZHG� E\� D� WUDQVODWLRQ� VWHS��:LWK� WKH�

DGYHQW� RI� FRPSXWHUV� DQG� FRPSXWHU� VFLHQFH�� QHZ� WRROV�

HPHUJHG�� DQG� DXWKRULQJ� VXSSRUW� WRROV�� WUDQVODWLRQ�

PHPRULHV� DQG� PDFKLQH� WUDQVODWLRQ� DUH� SDUWLFXODUO\�

UHOHYDQW�ZLWK�WKLV�UHVSHFW��$�QHZ�DSSURDFK�HPHUJHG�LQ�WKH�

��V�� ZKLFK� DLPHG� DW� SURYLGLQJ� FRPSXWHU� VXSSRUW� IRU�

DXWKRULQJ�D�GRFXPHQW�LQ�PXOWLSOH�ODQJXDJHV��PHUJLQJ�WZR�

VWHSV� LQWR� D� VLQJOH� DFWLYLW\�� 2QH� HDUO\� SXEOLFDWLRQ� IURP�

+DUWOH\� DQG� 3DULV� ������� VD\V� LW� DOO� LQ� LWV� WLWOH��

³0XOWLOLQJXDO� GRFXPHQW� SURGXFWLRQ� IURP� VXSSRUW� IRU�

WUDQVODWLQJ�WR�VXSSRUW�IRU�DXWKRULQJ³�� 
7KH�ZRUN�SUHVHQWHG�KHUH�FRQWULEXWHV�WR�WKLV�DSSURDFK�E\�

H[WHQGLQJ� WUDQVODWLRQ� PHPRULHV� IRU� XVH� LQ� PXOWLOLQJXDO�

DXWKRULQJ� VXSSRUW��:H� ZLOO� ILUVW� LQWURGXFH� D� PRWLYDWLQJ�

EXVLQHVV�XVH�WKDW�ZDV�SUREDEO\�QRW� LPDJLQHG�LQ�WKH���V��

EHIRUH� JLYLQJ� VRPH� EDFNJURXQG� RQ� DQ� H[LVWLQJ�

PXOWLOLQJXDO�DXWKRULQJ�WRRO��:H�ZLOO�WKHQ�GHVFULEH�KRZ�WR�

H[WHQG� D� WUDQVODWLRQ� PHPRU\� IRU� PXOWLOLQJXDO� DXWKRULQJ�

DQG� UHSRUW� RQ� WKH� H[SHULPHQW� ZH� UDQ� LQ� D� UHDO� EXVLQHVV�

VHWWLQJ�� 

2. 0RWLYDWLRQ 
$� NLQG� RI� XQDQWLFLSDWHG� XVH� RI� PXOWLOLQJXDO� DXWKRULQJ�

DSSHDUHG� LQ� WKH� VHUYLFH� VHFWRU�� LQ� VLWXDWLRQV� ZKHUH� DQ�

HPSOR\HH� LV� VHUYLFLQJ� FXVWRPHUV� E\� DQVZHULQJ� WKHLU�

UHTXHVWV�� RU� KHOSLQJ� WKHP�� YLD� ZULWWHQ� HOHFWURQLF�

FRPPXQLFDWLRQ��7KLV�VLWXDWLRQ�LV�YHU\�FRPPRQ�LQ�VHFWRUV�

OLNH� FXVWRPHU� FDUH�� KXPDQ� UHVRXUFH�� ILQDQFH�� HWF�� 7KH�

FXVWRPHU��RU�PRUH�JHQHUDOO\�UHTXHVWRU��FRQWDFWV�WKH�DJHQW�

E\� HPDLO�� RU� E\� ILOOLQJ� LQ� D� ZHE� IRUP�� 7KH� DJHQW� XVHV�

GHGLFDWHG�WRROV��H�J��D�NQRZOHGJH�EDVH�RU�VRPH�FXVWRPHU�

UHODWLRQVKLS� PDQDJHPHQW� WRRO�� LQ� RUGHU� WR� IXOILOO� WKH�

UHTXHVW�DQG�SURYLGHV�WKH�UHTXHVWRU�ZLWK�D�ZULWWHQ�DQVZHU��

6RPH� UHTXHVWV� PD\� QHHG� PXOWLSOH� F\FOHV� RI�

FRPPXQLFDWLRQ�� IRUPLQJ� D� FRQYHUVDWLRQ�� 6R� IDU�� DJHQWV�

ZHUH� JURXSHG� LQWR� ODQJXDJH� WHDPV� LQ� RQH� RU� VHYHUDO�

KHOSGHVN�FHQWHUV�DQG�HDFK�WHDP�ZDV�VL]HG�WR�DQVZHU�WKH�

SHDN�ORDG�DQG�FRYHU�IRU�WKH�RSHQLQJ�KRXUV�RI�WKH�FXVWRPHU�

VHUYLFH�� 
:LWK� WKH� JOREDOL]LQJ� PDUNHW�� WKH� QXPEHU� RI� VHUYLFHG�

ODQJXDJHV� LV� LQFUHDVLQJ� DQG� ILQGLQJ� DJHQW� VSHDNLQJ� WKH�

UHTXLUHG� ODQJXDJH�V�� RIWHQ� EHFRPHV� SUREOHPDWLF�� 6LQFH�

FRPSDQLHV� WU\� WR� DYRLG� RSHQLQJ� RQH� KHOSGHVN� SHU�

ODQJXDJH�FRXQWU\�WKH\�VHUYLFH�EXW�UDWKHU�ORRN�IRU�ZD\V�WR�

FHQWUDOL]H� WKH� KHOSGHVNV� LQ� RQH� RU� D� IHZ� KHOSGHVN�

FHQWHU�V��� WKH\� RIWHQ� IDFH� WKH� SUREOHP� RI� ILQGLQJ� LQ� D�

FHUWDLQ�FRXQWU\�DQ�DJHQW�VSHDNLQJ�D� ODQJXDJH� WKDW� LV�QRW�

JHQHUDOO\� VSRNHQ� LQ� WKDW� FRXQWU\��7R� DFFRPPRGDWH�ZLWK�

RUJDQL]DWLRQDO�LVVXHV��WKRVH�DJHQWV�DUH�RIWHQ�DOVR�UHTXLUHG�

WR� VSHDN� WKH� ODQJXDJH� RI� WKH� FRXQWU\� RU� WKH� FRPSDQ\��

)LQGLQJ�D�SHUVRQ�ZLWK�WKH�UHTXLUHG�WHFKQLFDO�DQG�ODQJXDJH�

VNLOOV�FDQ�SURYH�TXLWH�GLIILFXOW�DQG�PD\�UHTXLUH�SD\LQJ�D�

SUHPLXP�WR�JHW�WKH�SHUVRQ�RQERDUG�� 
%UHDNLQJ�WKH�ODQJXDJH�EDUULHU�DQG�DOORZLQJ�DQ�DJHQW�ZKR�

GRHV� QRW� VSHDN� WKH� UHTXHVWRU¶V� ODQJXDJH� WR� SURYLGH�

KLP�KHU�ZLWK� WKH� UHTXLUHG� KHOS� LV� WKHUHIRUH� DWWUDFWLYH� WR�

FRPSDQLHV� RSHUDWLQJ� LQ� WKLV� EXVLQHVV� VHFWRU�� HYHQ� LI� WKH�

VROXWLRQ� DOORZV� IRU� KDQGOLQJ� RQO\� D� SRUWLRQ� RI� WKH� WRWDO�

YROXPH�RI�UHTXHVWV� 
0DFKLQH� WUDQVODWLRQ� LGHDOO\� VKRXOG� DQVZHU� WKLV� QHHG�� D�

UHTXHVW�FRXOG�EH�DXWRPDWLFDOO\�WUDQVODWHG�LQWR�WKH�DJHQW¶V�

ODQJXDJH� DQG� YLFH-YHUVD� IRU� WKH� DJHQW¶V� DQVZHU��

3UDFWLFDOO\��FRSLQJ�ZLWK�WUDQVODWLRQ�HUURUV�LV�ERWK�FULWLFDO�

DQG�QRW�HDV\��:H�GLVWLQJXLVK�WZR�VLWXDWLRQV�ZLWK�GLIIHUHQW�

FRQVWUDLQWV��LQERXQG�DQG�RXWERXQG�FRUUHVSRQGHQFH�� 
)RU� LQERXQG�� WKH� UHTXHVW� QHHGV� WR� EH� WUDQVODWHG� LQ� WKH�

DJHQW¶V�ODQJXDJH�VR�WKDW�WKH�DJHQW�XQGHUVWDQGV�WKH�UHTXHVW�

DQG�IHHOV�FRQILGHQW�DERXW�KLV�KHU�XQGHUVWDQGLQJ��1R�QHHG�

IRU� D� SHUIHFW� WUDQVODWLRQ� TXDOLW\�� ,Q� XVXDO� TXDOLW\�

HYDOXDWLRQ�WHUPV��WKH�IOXHQF\�RI�WKH�WUDQVODWLRQ�LV�RI�OHVV�

LPSRUWDQFH�WKDQ�LWV�DGHTXDF\��ZKLFK�FDQ�EH�FULWLFDO�� 
)RU�RXWERXQG�FRUUHVSRQGHQFH��WKH�WUDQVODWLRQ�TXDOLW\�WKDW�

LV�UHTXLUHG�LV�PXFK�KLJKHU�VLQFH�WKH�FRPSDQ\�LV�VHQGLQJ�D�
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ZULWWHQ�DQVZHU�WR�D�FXVWRPHU��%RWK�IOXHQF\�DQG�DGHTXDF\�

DUH� LPSRUWDQW� DQG� WKH� FRQVHTXHQFH� RI� DQ\� WUDQVODWLRQ�

HUURUV�PXVW�EH�FDUHIXOO\�DVVHVVHG�EHIRUH�UROOLQJ�RXW�VXFK�D�

V\VWHP��$OWKRXJK�DXWRPDWLF�FRQILGHQFH�HVWLPDWLRQ��%ODW]�

HW�DO���������RI�WKH�WUDQVODWLRQ�FRXOG�SOD\�D�UROH��ZH�KDYH�

FKRVHQ� D� GLIIHUHQW� DSSURDFK� EDVHG� RQ� PXOWLOLQJXDO�

DXWKRULQJ�ZLWK�WKH�JRDO�RI�DOORZLQJ�WKH�DJHQW�WR�DXWKRU�D�

UHSO\� LQ� ERWK� KHU�KLV� ODQJXDJH� DQG� LQ� WKH� FXVWRPHU¶V�

ODQJXDJH�� ,Q� WHUP� RI� UHSO\¶V� TXDOLW\�� WKH� PXOWLOLQJXDO�

DXWKRULQJ� WRRO�ZLOO�EULQJ� WKH� ODQJXDJH�NQRZOHGJH�ZKLOH�

WKH�DJHQW�ZLOO�EULQJ�WKH�VXEMHFW�PDWWHU�H[SHUWLVH��7KH�JRDO�

LV� WR� FUHDWH� D� KLJK� TXDOLW\� UHSO\�� ERWK� DW� ODQJXDJH-� DQG�
VHPDQWLF-OHYHOV��VR�WKDW�LW�LV�QRW�SHUFHSWLEOH�WKDW�WKH�DJHQW�
GRHV�QRW�VSHDN�WKH�FXVWRPHU¶V�ODQJXDJH� 
,Q� WKH� UHVW� RI� WKH� SDSHU�� ZH� ZLOO� IRFXV� RQ� WKH� XVH� RI�

PXOWLOLQJXDO� DXWKRULQJ� IRU� VXSSRUWLQJ� WKH� RXWJRLQJ�

FRUUHVSRQGHQFH�� 0RUH� SUHFLVHO\�� ZH� IRFXV� RQ� KRZ� WR�

H[WHQG�WUDQVODWLRQ�PHPRULHV�IRU�VHWWLQJ�XS�D�PXOWLOLQJXDO�

DXWKRULQJ�VXSSRUW�V\VWHP� 

3. %DFNJURXQG��WKH�0'$�7RRO 
%HIRUH� LQWURGXFLQJ� KRZ� D� WUDQVODWLRQ� PHPRU\� FDQ� EH�

H[WHQGHG� IRU� VXSSRUWLQJ� PXOWLOLQJXDO� DXWKRULQJ�� OHW� XV�

LQWURGXFH�KHUH�RQH�SUH-H[LVWLQJ�WRRO�FDOOHG�0'$��%UXQ�HW�

DO��� ������� ZKLFK� VWDQGV� IRU� 0XOWLOLQJXDO� 'RFXPHQW�

$XWKRULQJ�� 7KLV� WRRO� ZDV� FRQFHLYHG� LQ� WKH� \HDUV�

����-������,W�DOORZV�D�PRQROLQJXDO�XVHU�WR�LQWHUDFWLYHO\�
SURGXFH� D� GRFXPHQW� LQ� PXOWLSOH� ODQJXDJHV�� LQFOXGLQJ� D�

ODQJXDJH� V�KH� PDVWHUV�� IROORZLQJ� D� GRFXPHQW� WHPSODWH�

WKDW�FRQWUROV�ERWK�WKH�VHPDQWLFV�DQG�WKH�UHDOL]DWLRQ�RI�WKH�

GRFXPHQW�LQ�PXOWLSOH�ODQJXDJHV�� 
7KLV� VHFWLRQ� GHVFULEHV� WKH� 0'$� WRRO� DQG� LWV� WHPSODWH�

LQQHU� ZRUNLQJ�� E\� XVLQJ� H[FHUSWV� RI� WKH� SXEOLFDWLRQ�

³'RFXPHQW� VWUXFWXUH� DQG� PXOWLOLQJXDO� DXWKRULQJ´� E\�

%UXQ��'\PHWPDQ�DQG�/X[���������VR�DV�WR�LQWURGXFH�WKH�

FKDOOHQJHV�RQH�IDFHV�WR�VXSSRUW�PXOWLOLQJXDO�DXWKRULQJ�� 
,Q�WKH�QH[W�VHFWLRQ��ZH�ZLOO�UHODWH�WKH�H[WHQGHG�WUDQVODWLRQ�

PHPRU\�IRUPDOLVP�WR�WKLV�WRRO¶V�WHPSODWH� 

��� $SSURDFK 
)LUVW�� WKH� PDLQ� UHTXLUHPHQW� IRU� VXFK� D� WRRO� LV� WKDW� WKH�

DXWKRULQJ� SURFHVV� LV� PRQROLQJXDO�� EXW� WKH� UHVXOWV� DUH�

PXOWLOLQJXDO��$W�HDFK�SRLQW�RI�WKH�SURFHVV�WKH�DXWKRU�FDQ�

YLHZ�LQ�KLV�KHU�RZQ�ODQJXDJH�WKH�WH[W�V�KH�KDV�DXWKRUHG�VR�

IDU��7KLV�LV�LQ�OLQH�ZLWK�WKH�:<6,:<0��:KDW�<RX�6HH�,V�

:KDW�<RX�0HDQ��HGLWLQJ�PHWKRG�GHVFULEHG�LQ��3RZHU�	�

6FRWW���������,Q�0'$��WKH�DUHDV�ZKHUH�WKH�WH[W�VWLOO�QHHGV�

UHILQHPHQW� DUH� KLJKOLJKWHG� DQG� PHQXV� IRU� VHOHFWLQJ� D�

UHILQHPHQW�DUH�DOVR�SUHVHQWHG�WR�WKH�DXWKRU�LV�KLV�KHU�RZQ�

ODQJXDJH��7KXV�� WKH�DXWKRU� LV�DOZD\V�RYHUWO\�ZRUNLQJ� LQ�

WKH� ODQJXDJH� V�KH� NQRZV�� EXW� LV� LPSOLFLWO\� EXLOGLQJ� D�

ODQJXDJH-LQGHSHQGHQW� UHSUHVHQWDWLRQ� RI� WKH� GRFXPHQW�
FRQWHQW�� 
)URP� WKLV� UHSUHVHQWDWLRQ�� WKH� V\VWHP�EXLOGV�PXOWLOLQJXDO�

WH[WV� LQ� DQ\� RI� VHYHUDO� ODQJXDJHV� VLPXOWDQHRXVO\�� 7KLV�

DSSURDFK� FKDUDFWHUL]HV� RXU� V\VWHP� DV� EHORQJLQJ� WR� WKH�

SDUDGLJP� RI� ³QDWXUDO� ODQJXDJH� DXWKRULQJ´� �+DUWOH\� 	�

3DULV��������3RZHU�	�6FRWW����������ZKLFK�LV�GLVWLQJXLVKHG�

IURP� QDWXUDO� ODQJXDJH� JHQHUDWLRQ� E\� WKH� IDFW� WKDW� WKH�

VHPDQWLF�LQSXW�LV�SURYLGHG�LQWHUDFWLYHO\�E\�D�SHUVRQ�UDWKHU�

WKDQ� E\� D� SURJUDP� DFFHVVLQJ� GLJLWDO� NQRZOHGJH�

UHSUHVHQWDWLRQV� 
6HFRQG��WKH�V\VWHP�PDLQWDLQV�VWURQJ�FRQWURO�ERWK�RYHU�WKH�

VHPDQWLFV� DQG� WKH� UHDOL]DWLRQV� RI� WKH� GRFXPHQW�� $W� WKH�

VHPDQWLF� OHYHO�� GHSHQGHQFLHV� EHWZHHQ� GLIIHUHQW� SDUWV� RI�

WKH� UHSUHVHQWDWLRQ� RI� WKH� GRFXPHQW� FRQWHQW� FDQ� EH�

LPSRVHG��IRU�LQVWDQFH�WKH�FKRLFH�RI�D�FHUWDLQ�FKHPLFDO�DW�D�

FHUWDLQ� SRLQW� LQ� D� PDLQWHQDQFH� PDQXDO� PD\� OHDG� WR� DQ�

REOLJDWRU\�ZDUQLQJ�DW�DQRWKHU�SRLQW�LQ�WKH�PDQXDO��$W�WKH�

UHDOL]DWLRQ�OHYHO��ZKLFK�LV�QRW�GLUHFWO\�PDQLSXODWHG�E\�WKH�

DXWKRU�� WKH� V\VWHP� FDQ� LPSRVH� WHUPLQRORJLFDO� FKRLFHV�

�H�J��FRPSDQ\-VSHFLILF�QRPHQFODWXUH�IRU�D�JLYHQ�FRQFHSW��
RU�VW\OLVWLF�FKRLFHV��VXFK�DV�FKRRVLQJ�EHWZHHQ�XVLQJ� WKH�

LQILQLWLYH�RU�WKH�LPSHUDWLYH�PRGH�LQ�)UHQFK�WR�H[SUHVV�DQ�

LQVWUXFWLRQ�WR�DQ�RSHUDWRU�� 
)LQDOO\�� WKH� VHPDQWLF� UHSUHVHQWDWLRQ� XQGHUO\LQJ� WKH�

DXWKRULQJ� SURFHVV� LV� VWURQJO\� GRFXPHQW-FHQWULF� DQG�
JHDUHG� WRZDUGV� GLUHFWO\� H[SUHVVLQJ� WKH� FKRLFHV� ZKLFK�

XQLTXHO\� FKDUDFWHUL]H� D� JLYHQ� GRFXPHQW� LQ� DQ�

KRPRJHQHRXV�FODVV�RI�GRFXPHQWV�EHORQJLQJ�WR�WKH�VDPH�

GRPDLQ��7KH�VFUHHQVKRW�LQ�ILJXUH���VKRZV�WKH�0'$�WRRO��

ZLWK�D�GRFXPHQW�EHLQJ�DXWKRUHG� 

 
)LJXUH����6FUHHQVKRW�RI�WKH�0'$�WRRO�LQ�XVH 

��� ,QWHUDFWLRQ�*UDPPDUV��,*� 
/HW� XV� QRZ� JLYH� VRPH� GHWDLOV� DERXW� WKH� IRUPDOLVP� RI�

,QWHUDFWLRQ� *UDPPDUV� XVHG� E\� 0'$�� :H� VWDUW� E\�

H[SODLQLQJ� WKH� QRWLRQ� RI� FKRLFH� WUHH� RQ� WKH� EDVLV� RI� D�

VLPSOH�FRQWH[W-IUHH�JUDPPDU� 

������ &RQWH[W-IUHH�JUDPPDUV�DQG�FKRLFH�WUHHV 
/HW¶V� FRQVLGHU� WKH� IROORZLQJ� &RQWH[W-)UHH� *UDPPDU�
�&)*���LJQRULQJ�IRU�QRZ�WKH�ILUVW�FROXPQ��LWDOLF�WH[W�� 
warnSymp warning --> "in case of", symptom, ",", 

action. 

weak symptom --> "weakness". 

conv symptom --> "convulsions". 

hea symptom --> "headache". 

rest action --> "get some rest". 

consult action --> "call your doctor 

immediately". 

:KDW�GRHV� LW�PHDQ� WR�DXWKRU� D�³GRFXPHQW´�ZLWK� VXFK�D�

&)*"�,W�PHDQV�WKDW�WKH�DXWKRU�LV�LWHUDWLYHO\�SUHVHQWHG�ZLWK�

SDUWLDO�GHULYDWLRQ�WUHHV�UHODWLYH�WR�WKH�JUDPPDU��SDUWLDO�LQ�
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WKH� VHQVH� WKDW� OHDYHV�FDQ�EH� WHUPLQDOV�RU�QRQ-WHUPLQDOV��
DQG� DW� HDFK� JLYHQ� DXWKRULQJ� VWHS� ERWK� VHOHFWV� D� FHUWDLQ�

QRQWHUPLQDO� WR�³UHILQH´��DQG� DOVR�D�JLYHQ� UXOH� WR�H[WHQG�

WKLV�QRQ-WHUPLQDO�RQH�VWHS�IXUWKHU��WKLV�DFWLRQ�LV�UHSHDWHG�
XQWLO�WKH�GHULYDWLRQ�WUHH�LV�FRPSOHWH� 
,I�RQH�FRQYHQWLRQDOO\�XVHV� WKH� LGHQWLILHU� LQ� LWDOLF� LQ� ILUVW�

FROXPQ�WR�QDPH�HDFK�UXOH��WKHQ�WKH�FROOHFWLRQ�RI�FKRLFHV�

PDGH�E\�WKH�DXWKRU�GXULQJ�D�VHVVLRQ�FDQ�EH�UHSUHVHQWHG�E\�

D� FKRLFH� WUHH� ODEHOOHG� ZLWK� UXOH� LGHQWLILHUV�� DOVR� FDOOHG�

FRPELQDWRUV��$Q� H[DPSOH� RI� VXFK� D� WUHH� FDQ� EH�ZULWWHQ�

warnSymp(weak, rest)� UHIOHFWLQJ� WKH� JHQHUDWLRQ� RI� WKH�

WH[W�³in case of weakness, get some rest´� 

������ 0DNLQJ�FKRLFH�WUHHV�H[SOLFLW 
&KRLFHV� WUHHV� DUH� LQ� 0'$� WKH� FHQWUDO� UHSRVLWRU\� RI�

GRFXPHQW� FRQWHQW� DQG� ZH� ZDQW� WR� PDQLSXODWH� WKHP�

H[SOLFLWO\��'HILQLWH�&ODXVH�*UDPPDUV��'&*���3HUHLUD�	�

:DUUHQ�������� UHSUHVHQW�SRVVLEO\� WKH� VLPSOHVW�H[WHQVLRQ�

RI�FRQWH[W-IUHH�JUDPPDUV�SHUPLWWLQJ�VXFK�PDQLSXODWLRQ� 
2XU� FRQWH[W-IUHH� JUDPPDU� FDQ� EH� H[WHQGHG�

VWUDLJKWIRUZDUGO\�LQWR�WKH�'&*
1
� 

warning(warnSymp(S, A)) --> "in case of", 

symptom(S), ",", action(A). 

symptom(weak) --> "weakness". 

symptom(conv) --> "convulsions". 

symptom(hea) --> "headache". 

action(rest) --> "get some rest". 

action(consult) --> "call your doctor 

immediately". 

:KDW� WKHVH� UXOHV� GR� LV� VLPSO\� WR� FRQVWUXFW� FKRLFH� WUHHV�

UHFXUVLYHO\��7KXV��WKH�ILUVW�UXOH�VD\V�WKDW�LI�WKH�DXWKRU�KDV�

FKRVHQ�D�V\PSWRP�WKURXJK�WKH�FKRLFH�WUHH�6�DQG�DQ�DFWLRQ�

WKURXJK� WKH� FKRLFH� WUHH� $�� WKHQ� WKH� FKRLFH� WUHH�

warnSymp(S, A)�UHSUHVHQWV�WKH�GHVFULSWLRQ�RI�D�warning� 
,I�QRZ��LQ�WKLV�'&*��ZH�³IRUJHW´�DOO�WKH�WHUPLQDOV��ZKLFK�

DUH�ODQJXDJH-VSHFLILF��E\�UHSODFLQJ�WKHP�ZLWK�WKH�HPSW\�
VWULQJ��ZH�REWDLQ�WKH�IROORZLQJ�³DEVWUDFW�JUDPPDU´� 
warning(warnSymp(S, A)) --> symptom(S), 

action(A). 

symptom(weak) --> []. 

symptom(conv) --> []. 

symptom(hea) --> []. 

action(rest) --> []. 

action(consult) --> []. 

7KLV�JUDPPDU�LV�LQ�IDFW�HTXLYDOHQW�WR�WKH�GHILQLWH�FODXVH�

SURJUDP� 
warning(warnSymp(S, A)) :- symptom(S), 

action(A). 

symptom(Weak) . 

symptom(conv) . 

symptom(hea) . 

action(rest) . 

action(consult) . 

7KLV� DEVWUDFW� JUDPPDU� �RU�� HTXLYDOHQWO\�� WKLV� ORJLF�

SURJUDP��� LV� ODQJXDJH� LQGHSHQGHQW� DQG� UHFXUVLYHO\�

GHILQHV� D� VHW� RI� ZHOO-IRUPHG� FKRLFH� WUHHV� RI� GLIIHUHQW�
FDWHJRULHV��RU�W\SHV��7KXV��WKH�WUHH�warnSymp(weak, rest)�

                                                           
1
�$FFRUGLQJ�WR�WKH�XVXDO�ORJLF�SURJUDPPLQJ�FRQYHQWLRQV��
ORZHUFDVH�OHWWHUV�GHQRWH�SUHGLFDWHV�DQG�IXQFWRUV��ZKHUHDV�
XS-SHUFDVH� OHWWHUV� GHQRWH� PHWDYDULDEOHV� WKDW� FDQ� EH�
LQVWDQFLDWHG�ZLWK�WHUPV 

LV�ZHOO-IRUPHG�³LQ´�WKH�W\SH�warning� 

������ 'HSHQGHQW�7\SHV 
,Q�RUGHU�WR�VWUHVV�WKH�W\SH-UHODWHG�DVSHFWV�RI�WKH�SUHYLRXV�
WUHH� VSHFLILFDWLRQV�� ZH� DUH� DFWXDOO\� XVLQJ� LQ� RXU� FXUUHQW�

LPSOHPHQWDWLRQ� WKH� IROORZLQJ� QRWDWLRQ� IRU� WKH� SUHYLRXV�

DEVWUDFW�JUDPPDU� 
warnSymp(S, A)::warning --> S::symptom, 

A::action. 

weak::symptom --> []. 

conv::symptom --> []. 

hea::symptom --> []. 

rest::action --> []. 

consult::action --> []. 

7KH�ILUVW�UXOH�LV�WKHQ�UHDG��³LI�6�LV�D�WUHH�RI�W\SH�V\PSWRP��

DQG�$�D�WUHH�RI�W\SH�DFWLRQ��WKHQ�ZDUQ6\PS�6��$��LV�D�WUHH�

RI�W\SH�ZDUQLQJ´��DQG�VLPLODUO\�IRU�WKH�UHPDLQLQJ�UXOHV� 
7KH�JUDPPDUV�ZH�KDYH�JLYHQ�VR�IDU�DUH�GHILFLHQW�LQ�RQH�

LPSRUWDQW� UHVSHFW�� WKHUH� LV� QR� GHSHQGHQF\� EHWZHHQ� WKH�

V\PSWRP�DQG�WKH�DFWLRQ�LQ�WKH�VDPH�ZDUQLQJ��VR�WKDW�WKH�

WUHH�LV�warnSymp(weak, rest)�LV�ZHOO-IRUPHG�LQ�WKH�W\SH�
DGGUHVV��,Q�RUGHU�WR�UHPHG\�WKLV�SUREOHP��GHSHQGHQW�W\SHV�

�5DQWD�� ������ FDQ� EH� XVHG�� )URP� RXU� SRLQW� RI� YLHZ�� D�

GHSHQGHQW�W\SH�LV�VLPSO\�D�W\SH�WKDW�FDQ�EH�SDUDPHWHUL]HG�

E\�REMHFWV�RI�RWKHU�W\SHV��:H�ZULWH� 
warnSymp(S, A)::warning -->  

S::symptom(Severity), A::action(Severity). 

weak::symptom(mild) --> []. 

conv::symptom(severe) --> []. 

hea::symptom(severe) --> []. 

rest::action(mild) --> []. 

consult::action(severe) --> []. 

:H�KDYH�LQWURGXFHG�D�Severity�SDUDPHWHU�WKDW�LV�VKDUHG�

E\� WKH� WZR� W\SH� V\PSWRP� DQG� DFWLRQ� IRUFLQJ� FHUWDLQ�

DVVRFLDWLRQV�EHWZHHQ�D�JLYHQ�V\PSWRP�DQG�D�JLYHQ�DFWLRQ� 

������ 3DUDOOHO� *UDPPDUV� DQG� 6HPDQWLFV-GULYHQ�
&RPSRVLWLRQDOLW\�IRU�7H[W�5HDOL]DWLRQ� 
:H� KDYH� MXVW� H[SODLQHG� KRZ� DEVWUDFW� JUDPPDUV� FDQ� EH�

XVHG�IRU�VSHFLI\LQJ�ZHOO-IRUPHG�W\SHG�WUHHV�UHSUHVHQWLQJ�
WKH�FRQWHQW�RI�D�GRFXPHQW� 
,Q�RUGHU� WR�SURGXFH�DFWXDO�PXOWLOLQJXDO�GRFXPHQWV� IURP�

VXFK� VSHFLILFDWLRQV�� D� VLPSOH� DSSURDFK� LV� WR� DOORZ� IRU�

SDUDOOHO�UHDOL]DWLRQ�(QJOLVK��)UHQFK��«�JUDPPDUV��ZKLFK�

DOO�KDYH�WKH�VDPH�XQGHUO\LQJ�DEVWUDFW�JUDPPDU��SURJUDP���

EXW�ZKLFK�LQWURGXFH�WHUPLQDOV�VSHFLILF�WR�WKH�ODQJXDJH�DW�

KDQG��7KXV� WKH� IROORZLQJ�)UHQFK�DQG�(QJOLVK�JUDPPDUV�

DUH�SDUDOOHO�WR�WKH�SUHYLRXV�DEVWUDFW�JUDPPDU
2
� 

warnSymp(S, A)::warning --!�´,Q�FDVH�RIµ��

6��V\PSWRP�6HYHULW\���´��´���

$��DFWLRQ�6HYHULW\����´�µ�� 

weak::symptom(mild) --!�´ZHDNQHVVµ� 

conv::symptom(severe) --!�´FRQYXOVLRQVµ� 

hea::symptom(severe) --!�´KHDGDFKHµ� 

rest::action(mild) --!�´JHW�VRPH�UHVWµ� 

                                                           
2
�%HFDXVH�WKH�RUGHU�RI�JRDOV�LQ�WKH�ULJKW-KDQG�VLGH�RI�DQ�
DEVWUDFW� JUDPPDU� UXOH� LV� LUUHOHYDQW�� WKH� JRDOV� RQ� WKH�
ULJKW-KDQG� VLGHV� RI� UXOH� LQ� WZR� SDUDOOHO� UHDOL]DWLRQ�
JUDPPDUV�FDQ�DSSHDU�LQ�D�GLIIHUHQW�RUGHU��ZKLFK�SHUPLWV�
FHUWDLQ�UHRUJDQL]DWLRQV�RI�WKH�OLQJXLVWLF�PDWHULDO��VLWXDWLRQ�
QRW�VKRZQ�LQ�WKH�H[DPSOH�� 
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consult::action(severe) --!�́ FDOO�\RXU�GRFWRUµ� 

 
warnSymp(S, A)::warning --!�´(Q�FDV�GHµ��

6��V\PSWRP�6HYHULW\���´��´���

A::action(SeveULW\����´�µ�� 

weak::symptom(mild) --!�´IDWLJXHµ� 

conv::symptom(severe) --!�´FRQYXOVLRQVµ� 

hea::symptom(severe) --!�´PDX[�GH�WrWHµ� 

rest::action(mild) --!�´SUHQH]�GX�UHSRVµ� 

consult::action(severe) --!�´FRQVXOWH]�YRWUH�

PpGHFLQµ� 

 
7KH�ORJLF�SURJUDPPLQJ�UHSUHVHQWDWLRQ�RI�VXFK�D�JUDPPDU�

KDV�UXOHV�RI�WKH�IROORZLQJ�IRUP� 
a1(B,C,...)::a(D,...)-english[X,Y, ...] --> 

  B::b(E,...)-english[X, ...] , 

  ´�����µ�� 

  C::c(F,...)-english[Y, ...] , 

  ... 

  {constraints(B,C,...,D,E,F,...)}, 

  {conditional_code(X, Y, ...)}. 

7KRVH� UXOHV� DUH� FORVH� WR� WKH� JUDPPDU� UXOHV�� ZLWK�

DGGLWLRQDO� ODQJXDJH-VSHFLILF� SDUDPHWHUV� WR� GHDO� ZLWK�
FRQVWUDLQWV�WKDW�DUH�VSHFLILF�WR�RQH�ODQJXDJH� 
 
$V�WKH�UHDGHU�FDQ�VHH��WKH�FUHDWLRQ�RI�D�0'$�WHPSODWH�ZDV�

D� FRPSOH[� WDVN�� UHTXLULQJ� XQXVXDO� VNLOOV�� QDPHO\� WKH�

NQRZOHGJH� RI� GHILQLWH� FODXVH� JUDPPDUV� DQG�3URORJ��2Q�

WKH�RWKHU�KDQG�ZH�ZHUH�DWWUDFWHG�E\�WKH�SRZHU�RI�WKH�WRRO�

DQG� FKRVH� WR� XVH� LW� DV� WDUJHW� SODWIRUP� IRU� RXU� QHZ�

IRUPDOLVP�� 

4. ([WHQGLQJ�7UDQVODWLRQ�0HPRULHV 
:KLOH� WKH� LQWHUDFWLRQ� JUDPPDUV� �,*�� SUHVHQWHG� DERYH�

SURYHG�WR�DSSO\�ZHOO�WR�WKH�SUREOHP�RI�PRGHOOLQJ�DJHQWV¶�

UHSOLHV��RU�PRUH�JHQHUDOO\�DJHQWV¶�ODQJXDJH��WKHLU�FUHDWLRQ�

ZDV� VRPHKRZ� FRPSOH[� DQG� UHTXLULQJ� XQFRPPRQ�

H[SHUWLVH�� :H� WKHUHIRUH� ORRNHG� IRU� VRPH� DOWHUQDWLYH�

IRUPDOLVP��,Q�SDUWLFXODU��ZH�FRQVLGHUHG�WKH�VWUXFWXUH�RI�D�

WUDQVODWLRQ� PHPRU\�� VLQFH� LW� LQWULQVLFDOO\� FDSWXUHV� WKH�

GHVLUHG� SDUDOOHOLVP� EHWZHHQ� RQH� VRXUFH� ODQJXDJH� DQG�

VRPH�WDUJHW�V��RQH�V���,W�KRZHYHU�ODFNV�RI�WKH�SRZHU�RI�D�

JUDPPDU�WR�GHILQH�RU�JXLGH�WKH�DJHQW¶V�ODQJXDJH��:H�KDYH�

WKHUHIRUH� GHILQHG� D� PLQLPDO� VHW� RI� PHFKDQLVPV� WKDW�

VKRXOG� EH� DGGHG� WR� D� WUDQVODWLRQ� PHPRU\� VWUXFWXUH� WR�

VXSSRUW�RXU�JRDO�� 
7KH�SURSRVDO�FRQVLVWV�LQ�IROORZLQJ�D�7UDQVODWLRQ�0HPRU\�

�70�� SDUDGLJP�� ZLWK� D� VHW� RI� H[WHQVLRQV� WRZDUGV�

VXSSRUWLQJ� WKH� FUHDWLRQ� RI� GRFXPHQW� WHPSODWH� IRU�

PXOWLOLQJXDO�GRFXPHQW�DXWKRULQJ�E\�D�PRQROLQJXDO�XVHU��

2XU�DLP�LV�WR�IDFLOLWDWH�WKH�GHVLJQ�RI�GRFXPHQW�JUDPPDU�

IRU�PXOWLOLQJXDO�GRFXPHQW�DXWKRULQJ�E\�QRQ-H[SHUWV 
0RUH� SUHFLVHO\�� ZKHUH� D� WUDQVODWLRQ� PHPRU\� VWRUHV�

GRFXPHQW� IUDJPHQWV� WRJHWKHU� ZLWK� WKH� FRUUHVSRQGLQJ�

WUDQVODWLRQ��RXU�H[WHQVLRQ�FRQVLVWV�LQ�DGGLQJ�WKH�QRWLRQ�RI�

IUDJPHQW�W\SH��DOORZLQJ�D�IUDJPHQW�WR�EH�JHQHUDOL]HG�WR�D�

FHUWDLQ� W\SH� RI� WH[WXDO� FRQWHQW�� ZH� DOVR� LQWURGXFH� WKH�

QRWLRQ�RI�JOREDO�YDULDEOH��DOORZLQJ�VRPH�WH[WXDO�FRQWHQWV�

WR�EH�VKDUHG�DFURVV�D�GRFXPHQW��(DFK� IUDJPHQW�UHPDLQV�

DOLJQHG�ZLWK� LWV� FRXQWHUSDUW�V�� LQ� WKH� RWKHU� ODQJXDJH�V���

$GGLWLRQDO� PHFKDQLVPV� LQFOXGH� FRQVWUDLQWV� DQG�

FRQGLWLRQDO�UHDOL]DWLRQ� 
:LWKRXW� ORVV� RI� JHQHUDOLW\�� OHW¶V� FRQVLGHU� WKH� FDVH� RI�

JHQHUDWLQJ�VRPH�GRFXPHQW�LQ�(QJOLVK�DQG�)UHQFK� 
:H�ZLOO�FDOO�µGHVLJQHU¶�WKH�SHUVRQ�LQ�FKDUJH�RI�GHVLJQLQJ�D�

GRFXPHQW�JUDPPDU��ZKLFK�FDQ�WKHQ�EH�XVHG�E\�D�µXVHU¶�RI�

WKH�0'$�WRRO 

���� $� WUDQVODWLRQ� PHPRU\� DSSURDFK� ZLWK�
&RQWH[W�)UHH�*UDPPDU�SRZHU 
:KHUH� D� VWDQGDUG� WUDQVODWLRQ� PHPRU\� ZRXOG� EH� D�

WZR-FROXPQV�WDEOH��ZLWK�SDUDOOHO�VHJPHQWV�LQ�(QJOLVK�DQG�
)UHQFK�� RXU� H[WHQGHG� 70� ZLOO� EH� D� VHTXHQFH� RI�

IRXU-FROXPQV�WDEOHV� 
x &ROXPQ���LV�WKH�VR-FDOOHG�case��LW�XQLTXHO\�LGHQWLILHV��

DQG�ODEHOV��D�VSHFLILF�URZ�ZLWKLQ�D�WDEOH� 
x &ROXPQ���LV�WKH�VR-FDOOHG�wizard��LW�LV�XVHG�WR�JXLGH�

WKH� LQWHUDFWLRQ� EHWZHHQ� WKH� PXOWLOLQJXDO� DXWKRULQJ�

WRRO��H�J��OHJDF\�0'$��WRRO�DQG�WKH�XVHU��ZKHQ�VKH�KH�

DXWKRUV�D�QHZ�GRFXPHQW� 
x &ROXPQ� �� DQG� �� DUH� WKH� English� DQG� French�

FROXPQV�� WKH\� FRQWDLQ� WKH� UHDOL]DWLRQV� �FRQFUHWH�

UHDOL]DWLRQV�DV�FKDUDFWHU�VWULQJ��RI�WKH�VHJPHQW�LQ�WKH�

WZR�ODQJXDJHV� 
x (DFK�DGGLWLRQDO�ODQJXDJH�ZRXOG�UHTXLUH�RQH�DGGLWLRQ�

FROXPQ� 
(DFK�VXFK�WDEOH�LV�FDOOHG�D�type�DQG�KDV�D�XQLTXH�QDPH�DV�

ZHOO��6HH� WKH� WDEOH�QDPHG� ³0\7\SH´� LQ� ILJXUH����6RPH�

FRPPRQ� W\SHV� VXFK� DV� STRING�� NUMBER� DQG� DATE� DUH�

SUH-GHILQHG�LQ�WKH�IRUPDOLVP�DQG�LQ�WKH�WRRO� 
7KH� XQGHUO\LQJ� IRUPDOLVP� KDV� WLHV� ZLWK� &RQWH[W� )UHH�

*UDPPDUV� �&)*��� VLQFH� D� W\SH� FDQ� EH� VHHQ� DV� D� &)*�

QRQ-WHUPLQDO��ZKLOH�WKH�FDVHV�FRUUHVSRQG�WR�HQXPHUDWLQJ�
DQG� QDPLQJ� WKH� SRVVLEOH� SURGXFWLRQ� UXOHV� IRU� WKDW�

QRQ-WHUPLQDO��0RUH�SUHFLVHO\��WKLV�IRUPDOLVP�KDV�WLHV�ZLWK�

6\QFKURQRXV�&RQWH[W�)UHH�*UDPPDU��&KLDQJ�	�.QLJKW��

������� 
/HW¶V�FRQVLGHU�D�VLPSOH�&)*�JUDPPDU�OLNH� 
Document -> 'HW�1RXQ�$GM�´�µ 

Det -> ´RQHµ 

Det -> ´WZRµ 

Noun -> « 

« 

 
:H�ZRXOG�H[SUHVV�VXFK�D�&)*�DV�WKH�VHTXHQFH�RI�WDEOHV�

VKRZQ�LQ�ILJXUH��� 
:H� VHH� WKDW� WKH� ZL]DUG� DOORZV� WKH� WHPSODWH� GHVLJQHU� WR�

DVVRFLDWH�D�TXHVWLRQ�ZLWK�D�JLYHQ� W\SH��7\SLFDOO\�� LQ� WKH�

0'$�WRRO��ZKHQ�D�XVHU�DXWKRUV�D�QHZ�GRFXPHQW���WKH�WRRO�

ZLOO�GLVSOD\�WKH�TXHVWLRQ�DQG�SURSRVH��VRPH�RU�DOO�RI��WKH�

FDVH�QDPHV�IRU�WKDW�W\SH�DV�SRVVLEOH�DQVZHUV�WR�WKH�XVHU� 
7KH�(QJOLVK�DQG�)UHQFK�FROXPQV�RI�D�FDVH�FDQ�UHIHU��]HUR�

RU�PXOWLSOH�WLPHV��WR�WKH�W\SHV�OLVWHG�LQ�WKH�wizard�SDUW�RI�

WKH� FDVH�� LQ� DQ\� RUGHU�� DQG� FDQ� LQWHUOHDYH� WKHP� ZLWK�

WHUPLQDO� VWULQJV�� ,Q� WKH� SUHYLRXV� H[DPSOH�� REVHUYH� KRZ�

WKH� (QJOLVK� DQG� )UHQFK� UHDOL]DWLRQV� UH-RUGHU� WKH�

QRQ-WHUPLQDOV� 
:H� ZLOO� FDOO� µW\SH� FDOO¶� D� QRQ-WHUPLQDO� LQ� WKH� :L]DUG��

(QJOLVK� DQG� )UHQFK� FROXPQV�� VLQFH� LW� FDQ� EH� VHHQ� DV�
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µFDOOLQJ¶� D� W\SH� WKDW� LV� GHILQHG� LQ� LWV� RZQ� H[WHQGHG�70�

WDEOH� 
,Q�DGGLWLRQ��EHFDXVH� WKH�(QJOLVK�DQG�)UHQFK�UHIHU� WR� WKH�

ZL]DUG� W\SH� FDOOV�� LW� PD\� EH� QHFHVVDU\� WR� GLVWLQJXLVK�

PXOWLSOH� FDOOV� WR� WKH� VDPH� W\SH�� H�J�� IRU� D� UXOH� OLNH�

Document -> Det Noun Verb  Det Noun� 
6R�D�W\SH�FDOO�PD\�EH�QDPHG�IRU�IXUWKHU�UHIHUHQFH�ZLWKLQ�

WKH�VDPH�FDVH�IURP�WKH�(QJOLVK�RU�)UHQFK�UHDOL]DWLRQ��DV�

IRU�LQVWDQFH�LQ�ILJXUH��� 
7KLV� 7UDQVODWLRQ� 0HPRU\� *UDPPDU� �70*�� DSSURDFK�

PDNHV� RQH� VWHS� WRZDUGV� VXSSRUWLQJ� PXOWLOLQJXDO�

GRFXPHQW� DXWKRULQJ� XVLQJ� SDUDOOHO� FRQWH[W-IUHH�
JUDPPDUV�� EXW� UHTXLUHV� DGGLWLRQDO� PHFKDQLVP� WR� EH�

DYDLODEOH��DV�ZH�ZLOO�VHH�EHORZ� 

���� $� WUDQVODWLRQ� PHPRU\� DSSURDFK� ZLWK�
,QWHUDFWLRQ�*UDPPDU�SRZHU 
:H� DUH� KHUH� H[WHQGLQJ� RXU� 70*� IRUPDOLVP� WR� VXSSRUW�

GHSHQGHQFLHV�EHWZHHQ�W\SHV�DV�ZHOO�DV�GHDOLQJ�ZLWK�H[WUD�

FRQGLWLRQV� RQ� WKH� UHDOL]DWLRQ� LQ� QDWXUDO� ODQJXDJH�� $V�

H[SODLQHG�LQ�VHFWLRQ������WKH�H[LVWLQJ�0'$�WRRO�UHOLHV�RQ�

WKH� VR-FDOOHG� ,QWHUDFWLYH� *UDPPDUV� �,*�� IRUPDOLVP��
ZKLFK�LV�D�VSHFLDOL]DWLRQ�RI�WKH�'HILQLWH�&ODXVH�*UDPPDUV�

�3HUHLUD�	�:DUUHQ�������� LQVSLUHG�E\� WKH�*)�IRUPDOLVP�

�5DQWD���������3OHDVH�UHIHU�WR��%UXQ�HW�DO���������IRU�IXOO�

GHWDLOV�RQ�WKLV�IRUPDOLVP� 
�:H� UHSURGXFH� EHORZ� WKH� ,*� DEVWUDFW� JUDPPDU� �ZKLFK�

GRHV�QRW�VKRZV�WHUPLQDOV��RI�WKH�GUXJ�ZDUQLQJ�H[DPSOH� 
warnSymp(S,A)::warning --> 

S::symptom(SympClass), 

A::action(SympClass). 

weak::symptom(mild)  --> []. 

conv::symptom(severe)  --> []. 

hea::symptom(severe)  --> []. 

rest::action(mild)  --> []. 

consult::action(severe) --> []. 

 
:H�SURSRVH�KHUH�D�VLPSOH�ZD\�WR�LQMHFW�VRPH�NH\�DVSHFW�I�

WKH�,*�IRUPDOLVP�LQ�RXU�70-EDVHG�IRUPDOLVP�WR�GHDO�ZLWK�
GHSHQGHQFLHV�DPRQJ�W\SHV� 
)RU�GRLQJ�VR��D�W\SH�PD\�KDYH�RQH�RU�PXOWLSOH�DWWULEXWH�V���

WKH� YDOXH� RI� ZKLFK� FDQ� EH� FRQVWUDLQHG� E\� DQ� HTXDOLW\�

RSHUDWRU�� 7KH� FRQVWUDLQW� FDQ� LQYROYH� DQ� DWWULEXWH� DQG� D�

FRQVWDQW� RU� WZR� DWWULEXWHV�� 1RWH� WKDW� WKH� µ=¶� RSHUDWRU� LV�

DVVHUWLQJ� D� FRQVWUDLQW� UDWKHU� WKDQ� H[SUHVVLQJ� DQ�

DVVLJQPHQW� 
6R� WKH� DERYH� H[DPSOH� ZRXOG� EH� UHIOHFWHG� DV� VKRZQ� LQ�

ILJXUH���� 
6FRSLQJ�� WKH�DWWULEXWHV�RI�D� W\SH�DUH�DFFHVVLEOH� IURP�WKH�

W\SH�LWVHOI�XVLQJ�WKH�NH\ZRUG�this��RU�YLD�D�UHIHUHQFH�RI�D�

ZL]DUG¶V� W\SH� FDOO�ZLWKLQ� D� FDVH��$Q� DWWULEXWH� VHW� LQ� WKH�

ZL]DUG�FROXPQ�LV�YLVLEOH�LQ�RWKHU�FROXPQV��ZKLOH�LI�VHW�LQ�

WKH� µ)UHQFK¶� FROXPQ�� LW� ZLOO� RQO\� EH� YLVLEOH� IURP� D�

µ)UHQFK¶�FROXPQ� 
0RUHRYHU�� LW� LV� FRPPRQ� ZKHQ� GHVLJQLQJ� D� JUDPPDU� WR�

UHTXLUH� DFFHVV� WR� FHUWDLQ� LQIRUPDWLRQ� IURP� VHYHUDO�

GLIIHUHQW�SODFHV��7\SLFDOO\��ZKHQ�GHVLJQLQJ�D�WHPSODWH�RI�D�

OHWWHU�WR�D�FXVWRPHU��WKH�GHVLJQHU�PD\�QHHG�WR�DFFHVV�WKH�

FXVWRPHU� QDPH� IURP� VHYHUDO� SDUWV� RI� WKH� GRFXPHQWV��

ZKLFK� ZLOO� W\SLFDOO\� FRUUHVSRQG� WR� DFFHVVLQJ� LW� IURP�

VHYHUDO�W\SHV�RI�WKH�70-OLNH�WHPSODWH� 
:H�WKHUHIRUH�LQWURGXFH�RQH�PRUH�PHFKDQLVP�DOORZLQJ�WKH�

GHVLJQHU� WR� GHFODUH� D� VR-FDOOHG�global� E\� DVVRFLDWLQJ� D�
�JUDPPDU-�XQLTXH�QDPH�ZLWK�D�W\SH��7KLV�QDPH�FDQ�WKHQ�
EH�XVHG�DV�UHIHUHQFH�LQ�DQ\�FDVH�RI�DQ\�W\SH� 
%DFN� WR� WKH� GUXJ� ZDUQLQJ�� WKH� GHVLJQHU� FRXOG� KDYH� IRU�

LQVWDQFH�GHFODUHG�DrugName�DV�D�JOREDO�RI�W\SH�STRING�WR�

FRQYHQLHQWO\�LQVHUW�WKH�QDPH�RI�WKH�GUXJ�LQ�D�UHDOL]DWLRQ��

,Q� DGGLWLRQ�� WKH� GHVLJQHU� FRXOG� KDYH� GHFODUHG� D� JOREDO�

DrugForm� RI� W\SH� pharm_form� �VHH� LQ� QH[W� VHFWLRQ�� WR�

UHIOHFW� WKH� SKDUPDFHXWLFDO� IRUP� RI� WKH� GUXJ� �WDEOHW��

FDSVXOH��V\UXS��H\H�GURS�� 

���� &RQGLWLRQDO�5HDOL]DWLRQ 
:H� LQWURGXFH� WKH� ODVW� PHFKDQLVP� WR� GHDO� ZLWK� ILQH�

UHDOL]DWLRQ� LVVXHV��7\SLFDOO\�� LQ�)UHQFK� WKH� QRXQ� µWDEOHW¶�

KDV�D�JHQUH�ZKLFK�PXVW�EH�WDNHQ�LQWR�DFFRXQW�E\�D�UHODWHG�

DGMHFWLYH�RU�SDVW-SDUWLFLSOH��DPRQJ�RWKHUV«�� 
:H�LQWURGXFH�FRQGLWLRQDO�UHDOL]DWLRQ��ZKHUH�WKH�GHVLJQHU�

FDQ�FRQGLWLRQ�WKH�UHDOL]DWLRQ�E\�FRQVWUDLQWV�RQ�DWWULEXWHV��

�7KH�FRQVWUDLQW� LV�HQIRUFHG� ORFDOO\� WR� WKH�FDVH��XQOHVV� LW�

LQYROYHV�D�JOREDO�� 
7KH�H[DPSOH�LQ�ILJXUH���EHORZ�LOOXVWUDWHV�WKLV� 
7KH� JHQHUDWHG� JUDPPDU� DOVR� LQFOXGHV� D� FDWFK-DOO�
PHFKDQLVP� VR� WKDW� LI� QR� FRQGLWLRQ� LV� PHW�� VRPH� HUURU�

PHVVDJH�LV�SURGXFHG�DQG�VKRZQ�WR�WKH�XVHU� 
:LWK� VXFK� IRUPDOLVP�� WKH� LQWHUDFWLRQ� JUDPPDU� H[DPSOH�

JLYHQ�LQ�VHFWLRQ�����LV�VKRZQ�LQ�ILJXUH��� 
 
:H�EHOLHYHG�WKLV�IRUPDOLVP�WR�FRQVLGHUDEO\�DOOHYLDWH�WKH�

FRPSOH[LW\�RI� GHILQLQJ� WKH� UHVRXUFH� UHTXLUHG� WR� VXSSRUW�

PXOWLOLQJXDO�DXWKRULQJ�DQG�ZHUH�LQWHUHVWHG�LQ�WHVWLQJ�WKLV�

EHOLHI��DV�GHVFULEHG�LQ�QH[W�VHFWLRQV� 

5. ,PSOHPHQWDWLRQ��GHGLFDWHG�WRRO�VXLWH�IRU�
WKH�70�*UDPPDU 

(GLWLQJ� VXFK� D� 70� JUDPPDU� LV� QRW� VWUDLJKWIRUZDUG�

EHFDXVH� RI� LWV� VWUXFWXUH� DV� ZHOO� DV� WKH� PXOWLSOH� LQQHU�

UHIHUHQFHV�WR�W\SHV��DWWULEXWHV��HWF��:H�WKHUHIRUH�GHFLGHG�

WR�FUHDWH�VRPH�GHGLFDWHG�HGLWLQJ�WRRO� 

���� ;0/�/LQJXD 
)LUVW� DQ� ;0/� UHSUHVHQWDWLRQ� ZDV� GHILQHG� WKDQNV� WR� D�

5HOD[1*� �&ODUN� 	� 0XUDWD�� ������ ;0/� VFKHPD�� $Q\�

70*� �WUDQVODWLRQ-PHPRU\� JUDPPDU�� H[SUHVVHG� LQ� WKLV�
;0/�ODQJXDJH�FDQ�WKHQ�EH�GLVSOD\HG�LQ�WKH�DERYH�WDEXODU�

VWUXFWXUH�WKDQNV�WR�D�&66�VW\OHVKHHW�� 
:H�WKHQ�H[SORUHG� WKH�SRVVLEOH�XVH�RI�VRPH�RII-WKH-VKHOI�
VFKHPD-DZDUH�;0/�HGLWRU��EXW�QRQH�ZHUH�VXSSRUWLQJ�WKH�

&66� YLHZ� LQ� HGLWLQJ� PRGH�� 6R� WKH� XVH� RI� DQ� ;0/�

UHSUHVHQWDWLRQ�ZDV�ERWK�FRQYHQLHQW�DQG�JRRG�HQJLQHHULQJ�

SUDFWLFH�EXW�ZDV�QRW�DSSURSULDWH�IRU�HGLWLQJ�SXUSRVH� 

���� 'RPDLQ�6SHFLILF�/DQJXDJH 
:H� WKHUHIRUH� GHFLGHG� WR� GHVLJQ� D� 'RPDLQ� 6SHFLILF�

/DQJXDJH� �'6/�� IRU� RXU� WUDQVODWLRQ-PHPRU\� JUDPPDUV�
DQG� LPSOHPHQWHG� LW� XVLQJ� WKH� (FOLSVH�;WH[W�;WHQG�

IUDPHZRUN��ZZZ�HFOLSVH�RUJ�RUJ���(FOLSVH�LV�DQ�³DQ�RSHQ�
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GHYHORSPHQW� SODWIRUP� FRPSULVHG� RI� H[WHQVLEOH�

IUDPHZRUNV�� WRROV� DQG� UXQWLPHV� IRU� EXLOGLQJ�� GHSOR\LQJ�

DQG�PDQDJLQJ�VRIWZDUH�DFURVV�WKH�OLIHF\FOH³��;WH[W�LV�³D�

IUDPHZRUN� IRU� GHYHORSPHQW� RI� SURJUDPPLQJ� ODQJXDJHV�

DQG�GRPDLQ�VSHFLILF�ODQJXDJHV´��;WHQG�LV�³D�IOH[LEOH�DQG�

H[SUHVVLYH�GLDOHFW�RI�-DYD´� 
7KH� UHVXOW� LV� DQ� HGLWRU� ZLWK� V\QWD[� FRORULQJ�� FRQWHQW�

DVVLVWDQFH�� RXWOLQH�� YDOLGDWLRQ� DQG� TXLFN� IL[� IDFLOLWLHV�

LQWHJUDWHG� LQWR� WKH�(FOLSVH� ,'(��ZKLFK� FRPHV�ZLWK� ULFK�

IXQFWLRQDOLWLHV�IRU�YHUVLRQLQJ�HWF��DQG�DEOH�WR�JHQHUDWH�WKH�

;0/�UHSUHVHQWDWLRQ�RI�D�WUDQVODWLRQ-PHPRU\�JUDPPDU� 
,Q�;WH[W��GHVLJQLQJ�D�'6/�LQYROYHV�VSHFLI\LQJ�D�SDUWLFXODU�

NLQG� RI� %1)� IRU� WKH� ODQJXDJH� WR� GHVFULEH� WKH� FRQFUHWH�

V\QWD[� DQG� KRZ� LW� LV� PDSSHG� WR� DQ� LQ-PHPRU\�
UHSUHVHQWDWLRQ� -� WKH�VHPDQWLF�PRGHO��7KLV�PRGHO�ZLOO�EH�
SURGXFHG� E\� WKH� SDUVHU� RQ-WKH-IO\�ZKHQ� LW� FRQVXPHV� DQ�
LQSXW�ILOH��7KH�IXOO-IOHGJHG�HGLWRU�DQG�UHTXLUHG�SDUVHU�DUH�
DXWRPDWLFDOO\�JHQHUDWHG�IURP�WKH�VSHFLDO�%1)� 
,Q�;WHQG��RQH�FDQ�IXUWKHU�HQULFK�WKH�HGLWRU��IRU�LQVWDQFH�WR�

GHILQH�WKH�RXWOLQH�YLHZ�DSSHDULQJ�RQ�WKH�ULJKW�SDQHO�LQ�WKH�

VFUHHQVKRW�EHORZ��%XW�PRUH�LPSRUWDQWO\��ZH�XVHG�;WHQG�

WR� DXWRPDWLFDOO\� JHQHUDWH� WKH� ;0/� FRUUHVSRQGLQJ� WR� D�

70*�EHLQJ�HGLWHG� 
,Q�RUGHU�WR�JHQHUDWH�WKH�,*�JUDPPDU�UHTXLUHG�IRU�WKH�0'$�

WRRO�JLYHQ�D�70*�LQVWDQFH��ZH�VSHFLILFDOO\�GHYHORSHG�D�

FRPSLOHU�IURP�;0/�WR�,*� 
)LJXUH� �� VKRZV� WKH� VDPH� 6\PSWRP�$FWLRQ� H[DPSOH�

FUHDWHG�ZLWKLQ�WKLV�'6/� 

6. ([SHULPHQW 
:H� H[SHULPHQWHG� WKH� 0'$� WRRO� DQG� WKH�
WUDQVODWLRQ-PHPRU\� JUDPPDU� �70*�� ZLWK� WKH� KHOS� RI�
FROOHDJXHV� IURP� ;HUR[� VHUYLFH� ZKR� DUH� UXQQLQJ� WKH�
$FFRXQW-3D\DEOH� RIILFH� RI� D� ;HUR[� FXVWRPHU�� ,Q� WKLV�
RIILFH��;HUR[�DJHQWV�DUH�UHFHLYLQJ�HPDLOV�IURP�VXSSOLHUV�
RI�WKH�;HUR[�FXVWRPHU�UHJDUGLQJ�LQYRLFHV��SD\PHQWV��HWF��
7KH� DJHQWV� XVH� WKH� FXVWRPHU� GDWDEDVH� DQG� ,7�
LQIUDVWUXFWXUH�WR�DQVZHU�WKH�UHTXHVWRUV�E\�HPDLO�DV�ZHOO��
7KH� FRQWUDFWXDO� ODQJXDJH� LV� *HUPDQ� DQG� WKLV� ZDV�
UHTXLULQJ�WKH�DJHQWV�WR�EH�IOXHQW�LQ�*HUPDQ�LQ�DGGLWLRQ�WR�
WKH�MRE-VSHFLILF�VNLOOV� 
;HUR[� VHUYLFH� ZDV� LQWHUHVWHG� LQ� WHVWLQJ� LI� FRPELQLQJ�
PDFKLQH� WUDQVODWLRQ� DQG� PXOWLOLQJXDO� DXWKRULQJ� ZRXOG�
DOORZ�D�PRQROLQJXDO�(QJOLVK-VSHDNLQJ� DJHQW� WR�ZRUN� LQ�
WKLV�FRQWH[W�ZKHUH� WKH�EXVLQHVV� ODQJXDJH��FRQWUDFWHG�E\�
WKH�FXVWRPHU��LV�*HUPDQ��0RUH�SUHFLVHO\��WKH�JRDO�ZDV�WR�
HYDOXDWH�WKH�SURSRUWLRQ�RI�UHSOLHV�WKDW�FRXOG�EH�KDQGOHG�E\�
DQ� (QJOLVK� DJHQW� XVLQJ� 0'$�� DVVXPLQJ� WKH� PDFKLQH�
WUDQVODWLRQ� RI� WKH� UHTXHVW� ZDV� VDWLVIDFWRU\�� 6KRXOG� WKH�
WUDQVODWLRQ� EH� XQVDWLVIDFWRU\� RU� 0'$� LQDSSURSULDWH� WR�
DXWKRU�D� UHSO\�� WKHQ� WKH� UHTXHVW�ZRXOG�EH�HVFDODWHG� WR�D�
*HUPDQ-VSHDNLQJ�DJHQW� 
:LWK�WKH�DLP�RI�KDQGOLQJ�WKH�KLJKHVW�SRVVLEOH�SURSRUWLRQ�
RI�UHSOLHV��WKH�VHUYLFH�WHDP�SURYLGHG�XV�ZLWK�D�W\SRORJ\�RI�
UHSOLHV� DQG� VHOHFWHG� WKH� PRVW� IUHTXHQW� W\SHV� IRU� XV� WR�
HQFRGH�WKRVH�W\SHV�LQ�D�70*��*LYHQ�WKLV�OLVW�RI�SDLUV�RI�
�(QJOLVK�� *HUPDQ�� WH[WV�� ZH� WKHQ� GHYLVHG� D� 70*��
/RRNLQJ�DW�WKH�UHJXODULWLHV��ZH�VWUXFWXUHG�HDFK�UHSO\�DV�D�
VHTXHQFH�PDGH�RI��JUHHWLQJV��WKDQNV"��PHVVDJH���HQGLQJ�
�ZKHUH�"�GHQRWHV�DQ�RSWLRQDO�LWHP�DQG���DQ�LWHP�RFFXUULQJ�
RQH� RU� PRUH� WLPHV���:H� LGHQWLILHG� �� GLIIHUHQW� IRUPV� RI�
JUHHWLQJV� DQG� HQGLQJ�� 7KH� FRUH� RI� WKH� UHSO\� FRXOG� EH�

VWUXFWXUHG�IXUWKHU�LQWR���VXE-W\SHV��WRWDOL]LQJ����FDVHV��DV�
WKH\�DUH�FDOOHG�LQ�70*� 
,Q�RUGHU�WR�MRLQWO\�GHVLJQ�WKH�70*�ZLWK�WKH�;HUR[�VHUYLFH�
WHDP��ZH�H[SRVHG�WKHP�WR�WKH�70*�WKDQNV�WR�WKH�WDEXODU�
YLHZ�FUHDWHG�E\�XVH�RI�WKH�&66�RQ�WKH�;0/�ILOH��'HVSLWH�
VRPH� RI� RXU� FROOHDJXHV� ZHUH� QRW� ,7� H[SHUW�� WKH� WDEXODU�
VWUXFWXUH� ZDV� HDV\� WR� XQGHUVWDQG�� 6R� ZH� HQGHG� XS�
H[FKDQJLQJ� DQQRWDWHG� GRFXPHQW�� QDPHO\� 06-:RUG�
GRFXPHQW�LQ�WUDFN�FKDQJH�PRGH��VR�DV�WR�ZRUN�MRLQWO\�RQ�
WKH� 70*�� :H� VKRZ� LQ� ILJXUH� �� DQ� H[FHUSW� RI� VXFK� D�
GRFXPHQW� VHQW� EDFN� IURP� RXU� VHUYLFH� FROOHDJXHV� ZKR�
IL[HG� WKH� *HUPDQ� VLGH� RI� WKH� FDVH�
³$3��B0LVVLQJB,QYRLFH´� 
7KUHH�URXQGV�RI�WHVWV�ZHUH�UHTXLUHG�WR�UHDFK�D�VDWLVIDFWRU\�
OHYHO��DIWHU�D�GR]HQ�RI�H[FKDQJH�RI�WKH�70*�EHWZHHQ�WKH�
UHVHDUFK� DQG� VHUYLFH� WHDPV�� )RU� HDFK� WHVWV�� WKH� VHUYLFH�
WHDP�HYDOXDWHG�LI�D�UHSO\�ZDV�ERWK�GRDEOH�ZLWK�0'$�DQG�
RI�DFFHSWDEOH�TXDOLW\��RQ�DERXW�����UHTXHVWV��E\�DVNLQJ�D�
PRQROLQJXDO� (QJOLVK� DJHQW� WR� DQVZHU� D�
�PDFKLQH-�WUDQVODWHG�UHTXHVW�� 
7KH�WDEOH�EHORZ�VXPPDUL]HV�WKH�UHVXOWV� 
7HVW�UHVXOWV 5RXQG�� 5RXQG�� 5RXQG�� 
2XWERXQG�
XQDFFHSWDEOH 

��� ��� �� 

2XWERXQG�
DFFHSWDEOH 

��� ��� ��� 

 
7KH�FUHDWLRQ�RI�WKH�ILUVW�YHUVLRQ�RI�70*�WRRN�DERXW���GD\V�
RI� ZRUN�� ZKLOH� WKH� IROORZLQJ� WZR� QH[W� YHUVLRQV� WRRN� ��
GD\V� HDFK�� 7KH� UHVXOW� REWDLQHG� DW� URXQG� �� LV� TXLWH�
VDWLVIDFWRU\�� 7KH� XVH� RI� D� KXPDQ-UHDGDEOH� WDEXODU�
VWUXFWXUH� SURYHG� WR� EH� YDOXDEOH� LQ� WKLV� FRQWH[W� ZKHUH�
DFWRUV� ZLWK� GLIIHUHQW� H[SHUWLVH�� OLQJXLVWLF�EXVLQHVV�,7��
QHHG�WR�FRRSHUDWH� 
+RZHYHU�� WKH�70*�ZH�FUHDWHG�UHPDLQV�UDWKHU�VLPSOH�LQ�
WKH�VHQVH�WKDW�RQO\�IHZ�VHPDQWLF�FRQVWUDLQWV�DQG�OLQJXLVWLF�
GLIILFXOWLHV� ZHUH� WR� EH� KDQGOHG��$FWXDOO\�� WKLV� UHODWLYHO\�
ORZ�FRPSOH[LW\�PD\�DOVR�EH�FKDUDFWHULVWLF�RI�WKH�GRPDLQ�
RI� DSSOLFDWLRQ� EHFDXVH� DJHQWV¶� GLVFRXUVH� RIWHQ� IROORZV�
VRPH�FRPSDQ\�SROLF\�� 
,W�UHPDLQV�XQFOHDU�KRZ�ZHOO�WKH�70*�FDQ�VFDOH�WR�PRUH�
VRSKLVWLFDWHG� DQG� DGYDQFHG� DQVZHU� ZULWLQJ� VLQFH� WKH�
FRPSOH[LW\� RI� WKH� JUDPPDU� PD\� EHFRPH� WRR� KLJK� IRU�
KDQGFUDIWLQJ�LW��,Q������%UXQ�HW�DO��FKRVH�D�UDWKHU�FRPSOH[�
H[DPSOH� LQYROYLQJ� SKDUPDFHXWLFDO� QRWLFHV�� :H� EHOLHYH�
WKLV�H[DPSOH�ZRXOG�EH�PXFK�HDVLHU�WR�ZULWH�ZLWK�WKH�70*�
WKDQ� ZLWK� WKH� ����� RULJLQDO� IRUPDOLVP��:H� DUH� ORRNLQJ�
IRUZDUG� WR�QHZ�H[DPSOH�RI� SUDFWLFDO� XVH� WR� DQVZHU� WKLV�
LPSRUWDQW�TXHVWLRQ� 

7. &RQFOXVLRQ 
,Q� WKLV� SDSHU� ZH� KDYH� SUHVHQWHG� D� QRYHO� IRUPDOLVP� IRU�
PXOWLOLQJXDO�DXWKRULQJ�VR�DV�WR�VXSSRUW�D�XVHU�LQ�FUHDWLQJ�D�
GRFXPHQW� LQ� ³KLV´� ODQJXDJH� ZKLOH� DXWRPDWLFDOO\�
JHQHUDWLQJ�WKH�VDPH�FRQWHQW�LQ�VRPH�IRUHLJQ�ODQJXDJH�V���
7KH�SURSRVHG�IRUPDOLVP�FRQVLVWV�LQ�D�WUDQVODWLRQ�PHPRU\�
VWUXFWXUH�ZLWK�D�PLQLPDO�VHW�RI�DGGLWLRQDO�PHFKDQLVPV��WR�
IRUP� ZKDW� ZH� FDOO� D� 7UDQVODWLRQ� 0HPRU\� *UDPPDU�
�70*�� 
7R� RSHUDWLRQDOO\� LPSOHPHQW� LW�� ZH� KDYH� UHOLHG� RQ� D�
SUH-H[LVWLQJ� WRRO� FDOOHG� 0'$� DQG� RQ� LWV� XQGHUO\LQJ�
LQWHUDFWLYH�JUDPPDUV��,*���WKHPVHOYHV�LPSOHPHQWHG�LQ�D�
ORJLF�SURJUDPPLQJ� ODQJXDJH��:KLOH� ORJLF�SURJUDPPLQJ�
ZDV�FRQYHQLHQW��ZH�EHOLHYH�WKHUH�DUH�DOWHUQDWLYH�ZD\V�WR�
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LPSOHPHQW�RXU�SURSRVHG�IRUPDOLVP� 
7R� VXSSRUW� WKH� HGLWLQJ� RI� WKH�70*��ZH� KDYH� GHYLVHG� D�
GRPDLQ� VSHFLILF� ODQJXDJH� XVLQJ� PRGHUQ� VRIWZDUH�
HQJLQHHULQJ�WHFKQLTXHV� 
6LQFH�ZH�LQWURGXFHG�WKLV�WRRO�LQ�WKH�FRQWH[W�RI�D�SDUWLFXODU�
EXVLQHVV�QHHG��ZH�KDYH�GHVFULEHG�WKH�H[SHULPHQW�ZH�GLG�
ZLWK�RXU�FROOHDJXHV�IURP�WKH�VHUYLFH�DUP�RI�RXU�FRPSDQ\��
LQ� WKH�FRQWH[W�RI�D�FRQWUDFWHG�SURYLVLRQ�RI�VHUYLFH� WR�DQ�
H[WHUQDO�FXVWRPHU� 
)URP�WKH�H[SHULPHQW��ZH�GUDZ�WKH�IROORZLQJ�FRQFOXVLRQV� 
x 7KH� WDEXODU� VWUXFWXUH� LV� YDOXDEOH� IRU� VXSSRUWLQJ� WKH�

QHFHVVDU\� LQWHUDFWLRQ� EHWZHHQ� WHDP� PHPEHUV� ZLWK�
GLIIHUHQW� DQG� FRPSOHPHQWDU\� H[SHUWLVH�� OLQJXLVWLF�
�VRXUFH� DQG� WDUJHW� ODQJXDJHV��� EXVLQHVV� �$FFRXQW�
SD\DEOH�KHUH���,7��IRU�FUHDWLQJ�WKH�70*�� 

x %DVLF� OLQJXLVWLF� SKHQRPHQRQ� FDQ� EH� FDSWXUHG� E\�
VLPSOH� V\QWD[LF� HQFRGLQJ� LQ� WKH� WDEXODU� VWUXFWXUH��
SURYLGHG� WKH� ,7�SHUVRQ�KDV� UXGLPHQWDU\�NQRZOHGJH�
RI�ERWK�WKH�VRXUFH�DQG�WDUJHW�ODQJXDJHV� 

x 7KH� (FOLSVH�;WH[W�;WHQG� IUDPHZRUN� DOORZHG� XV� WR�
FUHDWH�D�UREXVW�'6/� 

x 7KH�7UDQVODWLRQ�0HPRU\�JUDPPDU�ZDV�SRZHUIXO�DQG�
H[SUHVVLYH� HQRXJK� IRU� DQVZHULQJ� WKHVH� EXVLQHVV�
QHHGV� 

8QIRUWXQDWHO\�� DW� WKH� WLPH� RI� ZULWLQJ� RI� WKLV� DUWLFOH� ZH�
KDYH� QR� IHHGEDFN� IURP� WKH� ILHOG� UHJDUGLQJ� WKH� XVHU�
DFFHSWDQFH�RI�WKH�WRRO�DQG�KRZ�WKH�QHZ�SUDFWLFH�FRPSDUHV�
WR�SUHYLRXV� RQH� LQ� WHUP�RI� HIIRUW�UHVRXUFH��2Q� WKH�RWKHU�
KDQG��GXULQJ�WHVW�SKDVHV��QR�FRQFHUQ�ZDV�UDLVHG�UHJDUGLQJ�
WKLV�PDWWHU��VR�ZH�DUH�RSWLPLVWLF� 
:H� DUH� QRZ� ORRNLQJ� IRUZDUG� WR� H[SHULPHQWLQJ� ZLWK�
WUDQVIHUULQJ� WKH� 70*� HGLWLQJ� WRRO� VXLWH� WR� RXU� VHUYLFH�
FROOHDJXHV�VR�DV�WR�YDOLGDWH�WKH�XVH�RI�WKLV�IRUPDOLVP�E\�
QRQ-VSHFLDOLVWV� 

8. $FNQRZOHGJHPHQWV 
:H�WKDQN�&DUROLQH�%UXQ�DQG�9HURQLND�/X[�DV�WKHLU�ZRUN�

DQG�SXEOLFDWLRQV�RQ�0'$��MRLQWO\�ZLWK�0DUF�'\PHWPDQ��

DUH�FHQWUDO�WR�WKH�SUHVHQW�ZRUN��:H�DUH�DOVR�WKDQNIXO�WR�RXU�

FROOHDJXHV� IURP�;HUR[� VHUYLFH� IRU� WKHLU� SDUWLFLSDWLRQ� LQ�

WKH�H[SHULPHQW� 

9. 5HIHUHQFHV 
%ODW]��-���)LW]JHUDOG��(���)RVWHU��*���*DQGUDEXU��6���*RXWWH��

&��� .XOHV]D�� $��� 6DQFKLV�� 1��� 8HIILQJ�� 1�� �������

$XJXVW��� &RQILGHQFH� HVWLPDWLRQ� IRU� PDFKLQH�

WUDQVODWLRQ�� ,Q� 3URFHHGLQJV� RI� WKH� ��WK� LQWHUQDWLRQDO�

FRQIHUHQFH� RQ� &RPSXWDWLRQDO� /LQJXLVWLFV�S�� ������

$VVRFLDWLRQ�IRU�&RPSXWDWLRQDO�/LQJXLVWLFV�� 
%UXQ�� &��� '\PHWPDQ�� 0��� 	� /X[�� 9�� ������� -XQH���

'RFXPHQW� VWUXFWXUH� DQG� PXOWLOLQJXDO� DXWKRULQJ�� ,Q�

3URFHHGLQJV� RI� WKH� ILUVW� LQWHUQDWLRQDO� FRQIHUHQFH� RQ�

1DWXUDO� ODQJXDJH� JHQHUDWLRQ-9ROXPH� ��� �SS�� ��-�����
$VVRFLDWLRQ�IRU�&RPSXWDWLRQDO�/LQJXLVWLFV�� 

&KLDQJ�� '��� 	� .QLJKW�� .�� �������� $Q� LQWURGXFWLRQ� WR�

V\QFKURQRXV� JUDPPDUV�� 7XWRULDO� DYDLODEOH� DW�

KWWS���ZZZ��LVL��HGX���FKLDQJ�SDSHUV�V\QFKWXW��SGI�� 
&ODUN��-���	�0XUDWD��0��5(/$;�1*�6SHFLILFDWLRQ��2DVLV��

'HFHPEHU������� 
+DUWOH\�� $���	� 3DULV�� &�� ��������0XOWLOLQJXDO� GRFXPHQW�

SURGXFWLRQ�IURP�VXSSRUW� IRU� WUDQVODWLQJ� WR�VXSSRUW� IRU�

DXWKRULQJ��0DFKLQH�7UDQVODWLRQ������-�������-����� 

3HUHLUD�� )��&���	�:DUUHQ��'��+�� ��������'HILQLWH� FODXVH�

JUDPPDUV� IRU� ODQJXDJH� DQDO\VLV²D� VXUYH\� RI� WKH�

IRUPDOLVP�DQG�D�FRPSDULVRQ�ZLWK�DXJPHQWHG�WUDQVLWLRQ�

QHWZRUNV��$UWLILFLDO�LQWHOOLJHQFH������������-����� 
3RZHU�� 5��� 	� 6FRWW�� '�� ������� $XJXVW��� 0XOWLOLQJXDO�

DXWKRULQJ�XVLQJ� IHHGEDFN� WH[WV�� ,Q�3URFHHGLQJV�RI� WKH�

��WK� LQWHUQDWLRQDO� FRQIHUHQFH� RQ� &RPSXWDWLRQDO�

OLQJXLVWLFV-9ROXPH����SS������-�������$VVRFLDWLRQ�IRU�
&RPSXWDWLRQDO�/LQJXLVWLFV�� 

5DQWD�� $�� �������� *UDPPDWLFDO� IUDPHZRUN�� -RXUQDO� RI�

)XQFWLRQDO�3URJUDPPLQJ������������-����� 
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10. )LJXUHV 
 

 
0\7\SH �:L]DUG� �(QJOLVK� �)UHQFK� 
&DVH�-QDPH « « « 
&DVH�-QDPH « « « 
«    

 
)LJXUH����D�W\SH�QDPHG�³0\7\SH´�LQ�WDEXODU�YLHZ� 

 
 

'RFXPHQW �:L]DUG� �(QJOLVK� �)UHQFK� 
2QH-QRXQ-SKUDVH-GRFXPHQW ³&KRRVH�D�GHWHUPLQHU�´�'HW� 

³&KRRVH�D�QRXQ�´�1RXQ� 
³&KRRVH�DQ�DGMHFWLYH�´�$GM 

'HW�$GM�1RXQ�³�´ 'HW�1RXQ�$GM�³�´ 

 
'HW �:L]DUG� �(QJOLVK� �)UHQFK� 
&DVHBRQH  ³RQH´ ³XQ´ 
&DVHBWZR  ³WZR´ ³GHX[´ 
« 

)LJXUH����([DPSOH�RI�&)*�LQ�WKH�SURSRVHG�IRUPDOLVP� 
 
 

'RFXPHQW �:L]DUG� �(QJOLVK� �)UHQFK� 
2QH-VLPSOH-VHQWHQFH-GRFXPHQW ³&KRRVH� D� GHWHUPLQHU�´�

'HW�G�� 
³&KRRVH�D�QRXQ�´�1RXQ�Q�� 
³&KRRVH�D�YHUE�´�9HUE 
³&KRRVH� D� GHWHUPLQHU�´�
'HW�G�� 
³&KRRVH�D�QRXQ�´�1RXQ�Q� 
 

G��Q��9HUE�G��Q��³�´ G��Q��9HUE�G��Q��³�´ 

 
)LJXUH����5HIHUHQFH�WR�W\SH�FDOOV 

 
 

ZDUQLQJ �:L]DUG� �(QJOLVK� �)UHQFK� 
ZDUQ6\PS ³&KRRVH� D� V\PSWRP�´�

V\PSWRP�6� 
³&KRRVH�DQ�DFWLRQ�´�DFWLRQ�$� 
6�VHYHULW\� $�VHYHULW\ 

´,Q�FDVH�RI´�6�´�´�$�³�´ �(Q�FDV�GH��6�����$���� 

 
 
V\PSWRP �:L]DUG� �(QJOLVK� �)UHQFK� 
ZHDN WKLV�VHYHULW\ PLOG ³ZHDNQHVV´ « 
FRQY WKLV�VHYHULW\ VHYHUH ³FRQYXOVLRQV´ « 
KHD WKLV�VHYHULW\ VHYHUH ³KHDGDFKH´ « 
 
 
DFWLRQ �:L]DUG� �(QJOLVK� �)UHQFK� 
UHVW WKLV�VHYHULW\ PLOG ´WDNH�VRPH�UHVW´� « 
FRQVXOW WKLV�VHYHULW\ VHYHUH ³FRQVXOW�LPPHGLDWHO\´ « 

 
)LJXUH����$Q�H[DPSOH�RI�FRQVWUDLQW 

 
 
SKDUPBIRUP �:L]DUG� �(QJOLVK� �)UHQFK� 
WDEOHW  ³WDEOHW´ ´FRPSULPp´�� 

WKLV�JHQGHU P 
FDSVXOH  ³FDSVXOH´ ´JpOXOH� 

WKLV�JHQGHU I 
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FRUUHVSRQGLQJ�0'$�,*�JUDPPDU 
 

 

 
)LJXUH��� 06-:RUG�ZDV�XVHG�LQ�WUDFN-FKDQJH�PRGH�WR�LQWHUDFW�ZLWK�WKH�VHUYLFH�WHDP��1RWH�WKDW�FRQGLWLRQDO�WH[W��

VXUURXQGHG�E\�GRXEOH-�UHG�SDUHQWKHVHV��ZDV�QRW�DQ�LVVXH�IRU�WKHP� 
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Abstract  

In this paper, we describe the extraction of directional translation memories (TMs) from a partly multilingual corpus of patent 

documents, namely the CLEF-IP collection, and the subsequent production and gradual improvement of MT systems for the 

associated sublanguages (one for each language), the motivation being to support the work of researchers of the MUMIA 

community. First, we analysed the structure of patent documents in this collection, and extracted multilingual parallel segments 

(English-German, English-French, and French-German) from it, taking care to identify the source language, as well as monolingual 

segments. Then we used the extracted TMs to construct statistical machine translation systems (SMT). In order to get more parallel 

segments, we also imported monolingual segments into our post-editing system, and post-edited them with the help of SMT.   

 

Keywords: Extraction of parallel segments, SMT, CLEF patent collection, translation memories, source langue identification, 
support for CLIR 

 

1. Introduction  

Parallel corpora have an important role in the natural 
language processing (NLP), and are a valuable resource 
for many NLP applications, such as statistical machine 
translation (SMT), cross-lingual information retrieval 

and multilingual lexicography. Patent description 
documents, because they often contain multilingual 
translations of some segments, are also seen as an 

important source of parallel corpora. Much work has 

been done on this topic, such as (Utiyama and Isahara. 
2007), (Lu et al., 2009), and  (Wäschle and Riezler, 
2012). 
 In this paper, we describe our method for extracting 

a multilingual parallel corpus from a patent corpus, 
namely the CLEF-IP collection

1
, and present how to use 

these data. From the extracted multilingual parallel 
segments (English-German, English-French, and 

French-German), we built a translation memory (TM) 
and added it into our iMAG/SECTra system (Wang and 
Boitet, 2013). We then produced several SMT systems 

from this MT. In order to contribute to WG2 of the 

MUMIA
2
 community on infrastructure, we transformed 

the collection of patents in a website where each patent is 
monolingual, and can be accessed (and collaboratively) 
post-edited into any language, using the above desired 

MT system when applicable, and free MT Web servers 
otherwise (e.g., for access in Chinese).  

2. The CLEF-IP Collection 

The latest version of collection corpus is the same as the 
one used in the CLEF-IP 2011 lab (the data corpus used 
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Cross-Language Experiment Forum (CLEF), 
http://www.clef-campaign.org,   
and http://www.ifs.tuwien.ac.at/~clef-ip/index.html 
2 

MUMIA (MUltilingual, multimodal, Multifaceted Information 

access is a COST action (CE1002) of the UE. Many members 
of its network do research on CLIR in patents. 

in 2012 and 2013 is the same as the one used in 2011), so 

our work is based on the CLEF-IP 2011 collection. This 
collection comprises more than 117 GB of multilingual 
patent documents derived from European Patent Office 
(EPO) and World Intellectual Property Organization 
(WIPO) sources. The CLEF-IP 2011 collection is 

composed of about 3.5 M XML files containing the 
textual part (no images) of about 1.5 M partially 
multilingual patent documents, corresponding to over 1.5 
million patents published until 2002. 
 A patent document of the CLEF-IP 2011 collection 

is an application document, a search report, or a granted 
patent document, which is stored as a XML file. Each 

patent document has a unique patent name (EP for the 
EPO, or WO for the WIPO, followed by a series of digits 
and a code A or B

3
, like EP-0071719-B1.xml). Different 

information and different content of the patent document 
are stored in various XML fields, such as 

<bibliographic-data>, <invention-title>, <abstract>, 

<description>, <claims>, <copyright>, etc., and the 

fields of some patent documents also have subfields. The 
content of the various XML fields can be in English, 
French, or German (official languages of the EPO). 
However, not all segments of patent documents have 
content in these fields.  
 Each XML patent document of CLEF-IP 2011 has 

an associated document language, which we can find it 

in the <patent-document> field. During our extraction 
process, we consider the document language as the 
source language. We analyzed patents with respect to the 
structure of their XML fields, and found that four main 

fields may have parallel segments: <invention-title>, 

<abstract>, <description>, and <claims>. Each field 

may have some subfields, for example, a field <claims> 

may contain 6 <claim> subfields in EP-0260000-B1.xml 

                                                             
3  

List of patent document kind codes: 

https://register.epo.org/help?topic=kindcodes and 

http://www.wipo.int/patentscope/en/wo_publication_informatio
n/kind_codes.html 
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(Figure 1). We begin with these fields, looking for fields 

that appear more than once in the patent document and 
each field with a different language attribute. For 
example, Figure 2 shows an <invention-title> field with 

3 different language attributes (lang="DE", lang="EN", 
and lang="FR"). Each field also contains some content, 
in the language that corresponds to its attribute.  

Figure 1: <claims> has 6 <claim> subfields in 

EP-0260000-B1.xml 

Figure 2: Example of an <invention-title> field with 3 

different language attributes and the corresponding 
contents in 3 different languages 

3. Extraction of Parallel Data 

We started from the 3.5 million XML files corresponding 
to 1.5 million patents. The first goal was to extract from 

them as many useful parallel segments as possible. First, 
we traverse every patent document. For each patent 
document, we select the source language from the 
<patent-document> field, according to the language 
attribute of this field. Second, we search the parallel 
segments contained in the four main fields 
(<invention-title>, <abstract>, <description>, and 

<claims>). Sometimes, some fields occur with different 

language attribute than the document language. For 
example, in EP-0260700-B1.xml, English is the 
document language, but <claims> segments do not exist 
in English, only German and French versions are 
available. Even though it is always desirable to collect as 

much text as possible, it is even more important to 
ensure the quality of the texts, so in this case, we do not 

store the German and French parts as a parallel segment.  
 All fields, which appear more than once in a patent 
document and have different language attributes, are 
treated as a collection. In general, an EPO patent 
document has a maximum of 3 languages (English, 
French, and German). We chose as source segment the 

segments whose language attribute is consistent with the 
source language, and then extract the target parallel 
segments from the other fields. For example, in 
EP-0301015-B1.xml, the source language is English, and 
the <claims> field appears 3 times. Hence, we use the 

English part of the claims fields as the source segments, 
and consider the French and German parts as the target 
segments. The source segment and the target segments 
are then stored separately into different files. In the 
above example, the source segment has been stored into 

CLEF_claims_en-fr.en and CLEF_claims_en-de.en, and 

the target segments in CLEF_claims_en-fr.fr and 

CLEF_claims_en-de.de, respectively. In order to reduce 

the noise in the data, we keep only the extracted text, and 

remove all tags. 
 Not all the extracted data is fully suitable for direct 
use for NLP applications. We have to clean the extracted 

data and eliminate some noise. First, we split the text 
into sentences, and then remove useless whitespace, and 
duplicate sentences. For alignment, we use the LF 

Aligner
4
, an open-source tool based on Hunaligne (Varga 

et al., 2005), which has the widest linguistic backbone (a 
total of 32 languages), and permits the automatic 

generation of dictionaries in any combination of these 
languages. Aligned segments are prepared bilingually for 
4 types (title, abstract, description, and claims), and all 
6-language pairs (de_en, de_fr, en_de, en_fr, fr_de, 
fr_en).  

4. Some Statistics About the Corpus  

Table 1 shows the number of segments and words that 

are extracted from the title and claims fields on the 

source and the target after segment aligning. All 

extracted parallel sentences are saved in TMX and TXT 

formats, and can be found at 

http://membres-liglab.imag.fr/wang/downloads 

5. Application in SMT 

We used our extracted parallel corpus (the title and 
claims fields) to construct SMT systems with the Moses 

Toolkit (Koehn et al., 2007). First, preparing the 
development set and the test set, we extracted 2,000 

sentences for training the feature weights of Moses, and 

extracted 1,000 sentences for testing. Then we use the 

rest to train translation models of Moses. We actually 

built SMT system for only 3 directions: de-en, de-fr, and 

en-fr. 
 The systems also include 5-gram language models 
trained on the target side of corresponding parallel texts 
using IRSTLM (Federico et al., 2008). The feature 
weights required by the Moses decoder were further 

determined with MERT (Och, 2003) by optimizing 
BLEU scores on the development set (1,000 sentences). 
The test sets were translated by the resulting systems and 
then used to evaluate the systems in terms of BLEU 
scores (Papineni et al., 2001), as shown in Table 2. 

6. Post-editing Monolingual Sentences 
Pre-translated by SMT 

When we extracted parallel sentences from the CLEF-IP 

collection, we also derived large amount of monolingual 
sentences, which are not translated in the patent 

documents. The language of patents, although having a 
large amount of vocabulary and richness of grammatical 
structure, can be considered as a specialized sub 
language, because its grammar is quite restricted 

compared to that of the whole language. Second, patents 
have attributes of domain, this has been proven in some 

works, for example, (Wäschle and Riezler, 2012). Third, 

recent experiments in specializing empirical MT systems 
have shown that remarkably good MT results can be 
obtained (Rubino et al., 2012). So we combine these 

features with framework iMAG/SECTra (Wang and 

Boitet, 2013). 

                                                             
4
 http://sourceforge.net/projects/aligner/ 
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Language pairs 
Title Claims 

Segments Words Segments Words 

de-en 
de 

311,298 
2,038,785 

1,696,498 
62 M 

en 2,582,703 71 M 

de-fr 
de 

311,184 
2,036,112 

1,661,419 
79 M 

fr 2,482,257 86 M 

en-de 
en 

884,759 
6,661,481 

5,218,024 
332 M 

de 5,508,289 296 M 

en-fr 
en 

884,727 
6,661,322 

5,373,452 
330 M 

fr 8,538,012 380 M 

fr-de 
fr 

106,211 
963,508 

572,356 
36 M 

de 1,204,439 37 M 

fr-en 
fr 

106,246 
1,285,467 

586,498 
38 M 

en 1,048,374 37 M 

Table 1: Number of extracted segments as source and target  
after segment aligning in the <title> and <claims> fields 

 

Language pairs Development set Test Set 

de-en 37.46 31.67 

de-fr 35.41 28.72 

en-de 43.16 36.01 

en-fr! 42.59! 38.82!

fr-en! 44.12! 42.61!

fr-de! 34.85! 30.14!

Table 2: BLEU scores of SMT systems 

 
Figure 3: Interfaces of post-edting on SECTra 

 
 We store all monolingual sentences into html 
files, and add them into iMAG/SECTra. 

Pre-translation is provided by SMT systems, which are 
built with data extracted from the CLEF-IP 2011 

collection. Figure 3 presents an example, where source 

sentences (de) are pre-translated (fr) by Moses and 
Google. 
 Figure 3 shows SECTra translation editor 

interface, similar to those of translation aids and 

commercial MT systems. It makes post-editing much 
faster than in the presentation context. Not yet 
post-edited segments can be selected, and global 
search-and-replace is available. All post-edited 

sentences are saved in a translation memory called 

CLEF-IP. When it becomes large enough after some 
period of using SECTra (about 10-15000 ‘good’ 
bi-segments for the sublanguages of classical web 
sites), it can be used to build an empirical MT system 
for that sublanguage, and then to improve it 
incrementally as time goes and new segments are 
post-edited. 
 iMAG/SECTra also provides more languages 

options for patent translation, such as Chinese, Hindi, 
or Arabic, using SMT or some online free web servers 

such as Google Translator, Systran, or Bing.  

7. Support research on multilingual IR 

Multilingual information search becomes important 
due to the growing amount of online information 
available in non-English languages and the rise of 
multilingual document collections. Query translation 
for CLIR became the most widely used technique to 
access documents in a different language from the 
query. For query translation, SMT is one way in which 
those powerful capabilities can be used (Oard, 1998).   
Our 3 SMT systems offer translation service by API. 
IR systems can use them directly. Due to robustness 

across domains and strong performance in translating 
named entities (like titles or short names), using SMT 
for CLIR can produce good results (Kürsten et al., 

2009).  
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8. Conclusion and future work 

In this paper, we gave an account of the extraction of a 
multilingual parallel corpus from the CLEF-IP 2011 

collection. We first analyzed the structure of the patent 
documents of this collection and chose the fields to be 

extracted. To ensure the quality of parallel data, we 
cleaned them and aligned them with LF Aligner. The 
first version of the extracted patent parallel corpus 
consists of 3 languages, 6-language pairs, and is 
available in different formats (plain text files for 
Moses and TMX). This corpus is available to the 

research community. We also developed 3 specialized 
Moses-based SMT systems, from the TM resulting 
from the extraction process, and evaluated them, 

setting good BLEU scores on segments for which no 

translation was presented in the CLEF-IP 2011files. 

We also transformed the initial collection of 

multilingual files into 3 collections of monolingual 
files, keeping only the source language text in each 
segment, and accessible in many languages using 3 
dedicated iMAGs, and using the TM extracted from 

the original multilingual files. Multilingual access is 
provided by using our 3 Moses systems for the 3 

corresponding language pairs, and other online free 
MT systems for the other language pairs. 
 One interesting perspective is the development of 
an infrastructure for the multilingual aspect of 
MUMIA-related research on patents. In the near 
future, we will setup a web service to support 
evaluation of the translation quality, both subjective 
(based on human judgments) and objective 

(task-related, such as post-editing time, or 
understanding time).  
 What has been done so far should enable 

researchers on CLIR applied to patents to include the 
multilingual aspect in their experiments. In future 

experiment, we plan to ask visitors of 3 websites to 
post-edit the MT "pre-translations". Interactive 

post-editing will transform the MT pre-translations of 

segments having no translation in the original 
CLEF-IP 2011 corpus into good translations, and the 
SMT systems will thus be incrementally improvable.   
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Abstract

In this study, we demonstrate a negative result from a work on comparable corpora which forces us to address a problem of comparability
in both human and machine translation. We state that it is not always defined similarly, and comparable corpora used in contrastive
linguistics or human translation analysis cannot always be applied for statistical machine translation (SMT). So, we revise the definition
of comparability and show that some notions from translatology, i.e. registerial features, should also be considered in machine translation
(MT).
Keywords: comparable corpora, paraphrases, machine translation, register analysis, registerial features

1. Introduction

Numerous studies and applications in both linguistic and
language engineering communities use comparable corpora
as essential resources, e.g. to compare phenomena across
languages or to acquire parallel resources for training in sta-
tistical Natural Language Processing (NLP) applications,
e.g. statistical machine translation.
Due to the fact that parallel corpora remain a scarce re-
source (despite the creation of automated methods to col-
lect them from the Web) and often cover restricted domains
only (political speeches, legal texts, news, etc.), compara-
ble corpora have been used as a valuable source of parallel
components in SMT, e.g. as a source for parallel fragment
of texts, paraphrases or sentences (Smith et al., 2010).
In contrast to parallel corpora, which contain originals and
their translations, comparable corpora can contain originals
only, or translations only, and can thus be defined as a col-
lection of texts with the same sampling frame and simi-
lar representativeness (McEnery, 2003). For example, they
may contain the same proportions of the texts belonging to
the same genres, or the same domains in a range of different
languages.
However, the concept of ’comparable corpora’ may differ
depending on which measure is taken into account (register
or domain), and what are the purposes of the analysis. In
this paper, we present an experiment which demonstrates
that comparability in human translation studies does not al-
ways coincide with what is understood under comparability
in machine translation.
The remainder of the paper is structured as follows. In
section 2., we outline the aims and the morivation of the
present study. Section 3. presents related work on com-
parable corpora, the clarification of the notions of domain
and register, as well as their definition applied in this work.
Section 4. describes the resources at hand and the applied
methodology. Here, we describe the resources at hand, and
the methods used. In section 5., we show the results, and
discuss the problems we face.

2. Aims and Motivation

The original aim of our experiment was to enhance the re-
sources available for machine translation with the help of

a paraphrase extraction from both parallel and compara-
ble corpora at hand. The extracted paraphrases can then
be used to improve statistical machine translation, as it was
done in our previous studies. For example, in (Pal et al.,
2013), multi-word expressions (MWE) were extracted from
comparable corpora aligned on document level. These were
aligned and used for the improvement in English-Bengali
Phrase-Based SMT (PB-SMT) by incorporating them di-
rectly and indirectly into the phrase table. In another study,
n-gram overlapping parallel fragment of texts were ex-
tracted from comparable corpora to serve as an additional
resource to improve a baseline PB-SMT system, see (Gupta
et al., 2013). Another possible application of such para-
phrases is acquisition of parallel and comparable data from
the web, which can also be used for MT enhancement.
For this experiment, we decide for English-German re-
sources consiting of two parts: a baseline created for a PB-
SMT system, and an existing comparable corpus, which
was originally compiled to serve human translation tasks.
Hence, comparability of its texts was stated according to
criteria used in translatology, see sections 3.2. and 4.1. be-
low.
The texts of the corpus belong to two genres – political
speeches and popular science. The choice of these datasets
for our experiment is motivated by the difference in the
availability of resources. Whereas extensive parallel re-
sources are available for political speeches, it is difficult to
find parallel resources for popular-scientific texts. There-
fore, we decide to apply procedures for both datasets, as on
the one hand, we hope to enhance the resources available
(improving machine translation with paraphrases), and on
the other hand, we want to test how our procedures work
on a dataset different to what is commonly used, e.g. news
articles or political speeches.
Moreover, these two datasets are different not only in the
amount of parallel resources available. They also differ in
the correlation of the notions of domain vs. genre/register.
In political speeches, the notion of domain correlates more
with that of register, whereas in popular scientific texts,
it doesn’t. Therefore, we observet different results in the
application of our procedures, which make us address the
problem of corpus comparability in translation.
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3. Related Work and Theoretical Issues

3.1. Comparable corpora

Comparable corpora in MT As already mentioned
above, comparable corpora have become widely used in
NLP, contrastive language analysis and translatology. In
NLP, they found application in the development of bilin-
gual lexicons or terminology databases, e.g. in (Chiao and
Zweigenbaum, 2002; Fung and Cheung, 2004) or (Gaussier
et al., 2004) and in cross-language information research,
see e.g. (Grefenstette, 1998) or (Chen and Nie, 2000),
as well as MT improvement, e.g. (Munteanu and Marcu,
2005) or (Eisele and Xu, 2010).
The methods used in these approaches are mostly based on
context similarity: the same concept tends to appear with
the same context words in both languages, the hypothesis
that is also used for the identification of synonyms. Several
earlier studies have shown that there is a correlation be-
tween the co-occurrences of words which are translations
of each other in any language (Rapp, 1999) and that the as-
sociations between a word and its context seed words are
preserved in comparable texts of different languages, cf.
(Fung and Yee, 1998).
In most cases, the starting point is a list of bilingual “seed
expressions” required to build context vectors of all words
in both languages. This is either provided by an exter-
nal bilingual dictionaries or databases, as in (Déjean et al.,
2002), or is extracted from a parallel corpus, as in (Otero,
2007). We also start with a list of “seed expressions”, which
are paraphrases in our case. They are extracted from a bilin-
gual parallel corpus, and enhanced with parapharses from a
comparable corpus.
There are similar works with the application for automatic
extraction of terms, e.g. in (Chiao and Zweigenbaum,
2002) and (Saralegi et al., 2008). The authors used spe-
cialised comparable corpora, e.g. English-French corpora
in medical domain, or English-Basque corpora in popular
science, for automatic extraction of bilingual terms. In both
cases, comparability is accounted for by the distribution of
topics (or also publication dates).

Comparable corpora and comparability In most
works, comparability is correlated with the comparability
of potential word equivalents and their contexts or collo-
cates, which is reasonable for bilingual terminology extrac-
tion task. Although these criteria might be sufficient for
creation of multilingual lexicons or terminology databases,
translation of whole texts involve more influencing factors,
as more levels of description, i.e. conventions of a register
a text belongs to are at play. In translation studies, which
are concerned with human translations, as well as human
translator training, these aspects take on an important role.
While translating a text from one language into another, a
translator must consider the conventions of the text type to
be translated.
In existing MT studies these conventions (specific register
features) have not been taken into account so far. Describ-
ing comparable data collected for training, authors consider
solely domains, i.e. topics described in the collected texts,
ignoring the genre or the register of these texts. We claim
that register features should also be considered in the defi-

nition of a comparable corpus in MT, as they are in human
translation.
In the following, we define the notions of genre, register
and domain, as well as their role in the definition of com-
parability in our analysis.

3.2. Genre, Register and Domain

We consider multilingual corpora comparable if they con-
tain texts which belong to the same register.
In our analysis, we use the term register, and not genre,
although they represent two different points of view cover-
ing the same ground, see e.g. (Lee, 2001). However, we
refer to genre when speaking about a text as a member of
a cultural category, about a register when we view a text
as language, its lexico-grammatical characterisations, con-
ventionalisation and functional configuration of a language
which are determined by a context use situation, variety of
language means according to this situation. Different situ-
ations require different configurations of a language.
This kind of register definition is used in human transla-
tion studies, e.g. corpus-based approaches as in (Teich,
2003; Steiner, 2004; Hansen Schirra et al., 2013; Neumann,
2013), and coincides with the one formulated in register
theory, e.g. in (Quirk et al., 1985; Halliday and Hasan,
1989; Biber, 1995). In their terms, registers are mani-
fested linguistically by particular distributions of lexico-
grammatical patterns, which are situation-dependent. The
canonical view is that situations can be characterised by the
parameters of field, tenor and mode of discourse. Field of
discourse relates to processes and participants (e.g., Actor,
Goal, Medium), as well as circumstantials (Time, Place,
Manner etc.) and is realised in lexico-grammar in lexis and
colligation (e.g. argument structure). Tenor of discourse
relates to roles and attitudes of participants, author-reader
relationship, which are reflected in stance expressions or
modality. Mode of discourse relates to the role of the lan-
guage in the interaction and is linguistically reflected at the
grammatical level in Theme-Rheme constellations, as well
as cohesive relations at the textual level. So, the contex-
tual parameters of registers correspond to sets of specific
lexico-grammatical features, and different registers vary in
the distribution of these features.
The definition of domain is also present in register analysis.
Here, it is referred to as experiential domain, or what a text
is about, its topic. Experiential domain is a part of the con-
text parameter of field, which is realised in lexis, as already
mentioned above. However, it also includes colligation, in
which also grammatical categories are involved. So, do-
main is just one of the parameter features a register can
have. Some NLP studies, e.g. those using web resources,
do claim the importance of register or genre conventions,
see e.g. (Santini et al., 2010). However, to our knowledge,
register or genre features remain out of the focus in ma-
chine translation. Whereas there exist some works on do-
main adaptation, e.g. adding bilingual data to the training
material of SMT systems, as in (Eck et al., 2004), or (Wu et
al., 2008) and others, register features are mostly ignored.
In human translator training, on the contrary, the knowl-
edge on lexico-grammatical preferences of registers plays
an important role. A human translator learns to analyse
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texts according to the register parameters both in a source
and in a target language.

4. Resources and Methodology

4.1. Resources at hand

In our experiment, we use two types of dataset: (1) a
big English-German parallel training corpus; (2) a small
English-German comparable corpus. The first one is
based on the English-German component of EUROPARL1

(Koehn, 2005), used to build the baseline system and to
create the initial paraphrase table, see section 4.3. below.
The other dataset (2) is used for the enhancement of this
paraphrase table. This dataset was extracted from the mul-
tilingual corpus CroCo (Hansen Schirra et al., 2013), which
contains English and German texts, belonging to the same
register. As already mentioned above, we decide for the
registers of political speeches (SPEECH) and popular sci-
ence (POPSCI), see section 1.

Data selection The texts in the corpus are selected ac-
cording to the criteria of register analysis as defined in 3.2.
above. According to the general register analysis, SPEECH
belongs to the communication of an ’expert to expert’ in a
formal social distance, whereas the latter is rather ’expert
to layperson’ in a causal social distance. Both express an
equal social and a constitutive language role. For popular-
scientific texts in both languages, it is essential that texts are
perceived as pleasurable, and not only informative reading.
This means that author-reader relationship (the contextual
parameter of tenor) is very important in this register, see
(Kranich et al., 2012).
English originals (EO) in SPEECH are collected from the
US public diplomacy and embassy web services, whereas
German texts (GO) originate from German governmental,
ministery and president websites. Both EO and GO texts
have ’exposition’, ’persuasion’ and ’argumentation’ as goal
orientation, ’expert to expert’ as agentive role, and include
information on economic development, human security and
other issues in both internal, foreign or global perspective.
Both EO and GO texts in POPSCI originate from popular-
scientific articles, which have ’exposition’ as goal orienta-
tion, ’expert to layperson’ as agentive role. The information
in the articles are on psychotherapy, biology, chemistry and
others.
Although no attention was paid to the parallelity of topics
discussed in both corpora (which could mean that their do-
mains do not necessarily coincide), English and German
registers are comparable along other features. Moreover,
they have a number of commonalities in English and Ger-
man. For example, popular-scientific texts show preference
for particular process types, e.g. relation processes (ex-
pressed by transitivity), underspecified Agent (expressed
by extensive use of passive constructions), and others in
both languages (Teich, 2003).

Data processing We used Stanford Parser, see (Socher
et al., 2013; Rafferty and Manning, 2008), and Stanford
NER2 for parsing and named entity tagging for the EO

1the 7th Release v7 of EUROPARL
2http://nlp.stanford.edu/software/

CRF-NER.shtml

and GO texts. The experiments were carried out with the
help of the standard log-linear PB-SMT model as baseline:
GIZA++ implementation of IBM word alignment model 4,
phrase-extraction heuristics as described in (Koehn et al.,
2003), minimum-error-rate training (Och, 2003) on a held-
out development set, target language model trained with the
SRILM toolkit (Stolcke, 2002) with Kneser-Ney smoothing
(Kneser and Ney, 1995) and the Moses decoder (Koehn et
al., 2007).

4.2. Paraphrase extraction

We start our experiment with the identification of para-
phrases from the English-German parallel training corpus,
(1) in section 4.1. above.
Paraphrase is a phrase or an idea that can be represented or
expressed in different ways in the same language by pre-
serving the meaning of that phrase or idea. Paraphrases
can be collected from parallel corpora as well as from
comparable corpora. Extraction of parallel fragments of
texts, sentences and paraphrases from comparable corpora
is particularly useful for any corpus-based approaches to
MT, especially for SMT (Gupta et al., 2013). Paraphrases
can be used to alleviate the sparseness of training data
(Callison-Burch et al., 2006), to handle Out Of Vocabu-
lary (OOV) words, as well as to expand the reference trans-
lations in automatic MT evaluation (Denoual and Lepage,
2005; Kauchak and Barzilay, 2006). Moreover, in SMT, the
size of the parallel corpus plays a crucial role in the SMT
performance. However, large volume of parallel data is not
available for all language pairs or all text types (see section
1.).
A significant number of works have been carried out on
paraphrasing. A full-sentence paraphrasing technique was
introduced by (Madnani et al., 2007). They demonstrated
that the resulting paraphrases can be used to drastically re-
duce the number of human reference translations needed
for parameter tuning without a significant decrease in trans-
lation quality. (Fujita and Carpuat, 2013) describe a sys-
tem that was built using baseline PB-SMT system. They
augmented the phrase table with novel translation pairs
generated by combining paraphrases where these transla-
tion pairs were learned directly from the bilingual train-
ing data. They investigated two methods for phrase table
augmentation: source-side augmentation and target-side
augmentation. (Aziz and Specia, 2013) report the mining
of sense-disambiguated paraphrases by pivoting through
multiple languages. (Barzilay and McKeown, 2001) pro-
posed an unsupervised learning algorithm for identification
of paraphrases from a corpus of multiple English transla-
tions of the same source text. A new and unique para-
phrase resource was reported by (Xu et al., 2013), which
contains meaning-preserving transformations between in-
formal user-generated texts. Sentential paraphrases are ex-
tracted from a comparable corpus of (temporally and topi-
cally related) messages in Twitter which often express se-
mantically identical information through distinct surface
forms. A novel paraphrase fragment pair extraction method
was proposed by (Wang and Callison-Burch, 2011) in
which the authors used a monolingual comparable corpus
containing different articles about the same topics or events.
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The procedure consisted of document, sentence and frag-
ment pair extraction.
Our approach is similar to the identification technique used
by (Bannard and Callison-Burch, 2005). In our study, iden-
tification of paraphrases has been carried out by pivoting
through phrases from the bilingual parallel corpus (1). We
consider all phrases in the phrase table as potential candi-
dates for paraphrasing.
After extraction of potential paraphrase pairs, we compute
the likelihood of them being paraphrases. For a potential
paraphrase pair (e1, e2) we have defined a paraphrase prob-
ability p(e2|e1) in terms of the translation model probabili-
ties p(f|e1), that the original English phrase e1 is translated
as a particular target language phrase f, and p(e2|f), that
the candidate paraphrase e2 is translated as the same for-
eign language phrase f. Since e1 can be translated to multi-
ple foreign language phrases, we sum over all such foreign
language phrases. Thus the equation reduces to as follows:

ê2 =
argmaxP(e2|e1)

e2 6= e1
(1)

=
argmax
e2 6= e1

∑ f P( f |e1)P(e2| f ) (2)

We compute translation model probabilities using standard
formulation from PB-SMT. So, the probability p(e|f) is cal-
culated by counting how often the phrases e and f were
aligned in the parallel corpus as follows :

p(e| f ) =
count(e, f )

∑ f count(e, f )
(3)

Using the equation (2) and (3) we calculate paraphrase
probabilities from the phrase table.

4.3. Incorporation of paraphrases into PB-SMT

System

The next step is to create additional training material using
these extracted paraphrases. We initially found and marked
the paraphrases in the source English sentences within the
training data and then replaced each English paraphrase
with all of its other variants, gradually creating more train-
ing instances. For example, consider the English phrase
“throughout the year” and its two paraphrases “all year
round” and “all around the year”. Now we consider fol-
lowing sentences from our training data for each of these
phrase and paraphrases.

(1) a. Events, parties and festivals occur throughout
the year and across the country.

b. Weather on all of the Hawaiian islands is very
consistent, with only moderate changes in tem-
perature all year round.

c. There is an intense agenda all around the year
and the city itself is a collection of art and his-
tory.

In example (1), the first sentence, the phrase “throughout
the year” is replaced by its two paraphrases “all year round”
and “all around the year” to create two additional sentences
to be added to the existing training data. Similarly “all year

round” and “all around the year” are replaced by the re-
maining two variants for the second and third sentence, re-
spectively.
In this way, for these three training sentences, we can create
six additional sentences from all combinations of replace-
ment. Combining these additional resources with the exist-
ing training data, we enhance the existing baseline of the
PB-SMT system.
We decode English original (EO) sentences from both
SPEECH and POPSCI through our enhanced English-
German PB-SMT system. The density of population of
words for GO with respect to EO are measured through the
decoded output provided by the enhanced system. The pop-
ulation measure is defined as how many translated German
word words are corresponding to the GO words by mea-
suring distance between them. For this, we use the follow-
ing distance measure techniques: Minimum Edit Distance

Ratio (MEDR) and Longest Common Subsequence Ratio

(LCSR). Let, |W| be the length of the string W and ED is
the minimum edit distance or levenshtein distance calcu-
lated as the minimum number of edit operations such as
insert, replace, delete – needed to transform W1 into W2.
The definition of the Minimum Edit Distance Ratio is given
in (4), and the definition of Longest Common Subsequence
Ratio in (5).

MEDR(W1,W2) = 1−
|ED(W1,W2)

max(|W1|, |W2|)
(4)

LCSR(W1,W2) =
|LCS(W1,W2)

max(|W1|, |W2|)
(5)

The training corpus was filtered with the maximum al-
lowable sentence length of 100 words and sentence length
ratio of 1:2 (either way). In the end, the training cor-
pus contained 1.902,223 sentences. In addition to the tar-
get, side monolingual German corpus containing 2.176,537
sentences from EUROPARL was used for building the tar-
get language model. We experimented with different n-
gram settings for the language model and the maximum
phrase length and found that a 5-gram language model and
a maximum phrase length of 7 produced the optimum base-
line result.
This baseline is now to be enhanced with additional para-
phrases from comparable corpora at hand, which we de-
scribe in the following section.

4.4. Analysis of comparable corpora

To expand the paraphrase table, we first perform manual
comparison of each corresponding comparable file in terms
of token and part-of-speech (POS) alignment.
Then, we analyse density with the help of named entities
(NE). Named entitites are identified on both EO and GO
sentences separately with the help of English and German
Stanford NER. So, using NEs we prove the comparability
between the comparable parts of the corpus, i.e we check
whether NEs are present on both its sides (English and
German). We follow the same word similarity technique:
MEDR and LCSR, as described in section 4.3. above. The
comparability has been measured according to the popula-
tion density (how many NEs correspond between the EO
and GO) on both side of the comparable corpus.
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5. Experiment Results

5.1. Comparison results

In tables 1 and 2, we present the results of the comparison
for texts from the analysed corpus, including the total num-
ber of tokens (token) and NEs, as well as their population
(pop) and population density (pop.dens) calculated as pop-
ulated tokens/AVG (the sum of total EOand GO tokens),
see section 4.3. for details.

EO GO pop pop.dens

token 13906 14598 5729 0.40
NE 369 263 8 0.02

Table 1: Similarities between EO and GO in POPSCI

EO GO pop pop.dens

token 9753 7094 3969 0.47
NE 387 297 149 0.43

Table 2: Similarities between EO and GO in SPEECH

Our results show that token alignment in SPEECH is much
more reliable than that in POPSCI. The same results are
obtained on the POS level: the total number of nouns are
more probably matching between the comparable files in
SPEECH. Moreover, we found more population density in
the SPEECH data, if compared with the data in POPSCI.
This means that whereas we can prove the comparability of
EO and GO in SPEECH using these measuring techniques,
we are not able to do the same for POPSCI. Hence, we
cannot extract paraphrases from the comparable corpus of
POPSCI texts at hand. This shows that our method of para-
phrase enhancement with the data from comparable corpora
does not work with all types comparable corpora.
The reason for it is the nature of the comparable data. On
the one hand, English and German texts are comparable in
POPSCI if register settings in both languages are consid-
ered. On the other hand, they are not necessarily compa-
rable in their domains. At the same time, SPEECH, which
was also set up under same conditions of register analysis,
seem to be comparable in both aspects. We assume that the
notion of domain in SPEECH correlates with that of regis-
ter, whereas in popular science it doesn’t.

5.2. Discussion

Facing the negative results of our experiment, we decide to
revise the notion of comparabilty, which does not always
correspond in machine translation and in human transla-
tion. Defining comparability criteria for corpora, these sci-
entific communities have often two different things in mind:
(1) register in human translation (register-oriented perspec-
tive), (2) domain in machine translation (domain-oriented
perspective). We assume that the relation between these
two perspectives is inclusive: domain definition is implied
in the register analysis as a part of ’experiential domain
definition’. This is confirmed by the results of our exper-
iment which demonstrates that in some cases, the defini-
tion of domain and register coincide. For instance, in po-
litical speeches, experiential domain is not that diverse as
in popular-scientific texts, and thus, the texts identified as

comparable according to the register-oriented perspective,
are also comparable in terms of the domain-oriented per-
spective.
At the same time, if we define corpora as being comparable
along the domain-oriented criterion only, they would not
necessarily be comparable from the register-oriented per-
spective. For instance, for human translation, news report-
ing on certain political topics cannot be comparable with
political speeches discussing the same topics as in the news
texts. The latter would lack ’persuasion’ and ’argumenta-
tion’ in their as goal orientation, as well as ’expert to expert’
as agentive role, which would be reflected in their lexico-
grammatical features.
We believe that both perspectives are important for transla-
tion (both human and machine). The first one has an impact
on the lexical level, e.g. terminology or general vocabulary
used in a translated text. The other is important for lexico-
grammar, i.e. morpho-syntactic preferences of registers and
their textual properties, e.g. cohesive phenomena and infor-
mation structure. Therefore, we claim that there is a need to
define new measures of corpus comparability in translation,
which can be measured e.g. by homegeneity3, and would
consider both domain and further registerial features.
In MT studies this problem has not been addressed so far.
To our knowledgde, none of the existing MT studies inte-
grate register features. As a result, machine-translated texts
would (not) have features characteristic for the register they
belong to. For example, German popular-scientific texts
can be characterised by a high number of passive construc-
tions, see section 3.2. above. We calculate the ratio of pas-
sive constructions4 in German originals and compare it to
the passive ratio in German translations from English, con-
sidering human (HU) and a statistical machine translation
(SMT)5. Whereas human translations demonstrate a similar
proportion of passives as in comparable originals, machine
translations seem to underuse this verb construction type.

corpus ratio

GO 6.62
HU 6.98
SMT 3.10

Table 3: Passive verb constructions in POPSCI

Undoubtably, we need to test more features to come to the
final conclusion about the impact of registerial features on
the translation output. However, it was not the original aim
of the present paper. Moreover, we need to expand the par-
allel training corpus with additional genre to show possi-
ble differences in the resulting models. For future work,
we also plan to experiment with another approach on MT
enhancement, e.g. the one described in (Munteanu and
Marcu, 2005).
However, the negative reults of our experiments made us
raise the questions about (1) comparability, and (2) ad-

3see work on homogeneity measure by (Kilgarriff, 2001).
4We calculate the ratio of passives in all final verb construc-

tions.
5the translations are available in VARTRA, see (Lapshinova-

Koltunski, 2013).
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ditional features which could have impact on translation,
which we address to both communities and aim to raise a
discussion in these issues.
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Abstract
In the task of acquiring Japanese-Chinese technical term translation equivalent pairs from parallel patent documents, this paper considers
situations where a technical term is observed in many parallel patent sentences and is translated into many translation equivalents
and studies the issue of identifying synonymous translation equivalent pairs. First, we collect candidates of synonymous translation
equivalent pairs from parallel patent sentences. Then, we apply the Support Vector Machines (SVMs) to the task of identifying bilingual
synonymous technical terms, and achieve the performance of over 85% precision and over 60% F-measure. We further examine two
types of segmentation of Chinese sentences, i.e., by characters and by morphemes, and integrate those two types of segmentation in the
form of the intersection of SVM judgments, which achieved over 90% precision.

Keywords: synonymous technical terms, patent families, technical term translation

1. Introduction

For both high quality machine and human translation, a
large scale and high quality bilingual lexicon is the most
important key resource. Since manual compilation of bilin-
gual lexicon requires plenty of time and huge manual labor,
in the research area of knowledge acquisition from natural
language text, automatic bilingual lexicon compilation have
been studied. Techniques invented so far include transla-
tion term pair acquisition based on statistical co-occurrence
measure from parallel sentences (Matsumoto and Utsuro,
2000), translation term pair acquisition from comparable
corpora (Fung and Yee, 1998), compositional translation
generation based on an existing bilingual lexicon for hu-
man use (Tonoike et al., 2006), and translation term pair
acquisition by collecting partially bilingual texts through
the search engine (Huang et al., 2005).
Among those efforts of acquiring bilingual lexicon from
text, Morishita et al. (2008) studied to acquire Japanese-
English technical term translation lexicon from phrase ta-
bles, which are trained by a phrase-based SMT model
with parallel sentences automatically extracted from par-
allel patent documents. In more recent studies, they re-
quire the acquired technical term translation equivalents to
be consistent with word alignment in parallel sentences and
achieved 91.9% precision with almost 70% recall. Further-
more, based on the achievement above, Liang et al. (2011a)
considered situations where a technical term is observed in
many parallel patent sentences and is translated into many
translation equivalents. More specifically, in the task of ac-
quiring Japanese-English technical term translation equiv-
alent pairs, Liang et al. (2011a) studied the issue of identi-
fying Japanese-English synonymous translation equivalent
pairs. First, they collect candidates of synonymous transla-
tion equivalent pairs from parallel patent sentences. Then,
they apply the Support Vector Machines (SVMs) (Vapnik,
1998) to the task of identifying bilingual synonymous tech-
nical terms.
Based on the technique and the results of identifying
Japanese-English synonymous translation equivalent pairs

in Liang et al. (2011a), we aim at identifying Japanese-
Chinese synonymous translation equivalent pairs from
Japanese-Chinese patent families. We especially examine
two types of segmentation of Chinese sentences, namely,
by characters and by morphemes. Although both types of
segmentation achieved almost similar performance around
95∼97% (in recall / precision / f-measure) in the task of ac-
quiring Japanese-Chinese technical term translation pairs,
they have different types of errors. Also in the task of
identifying Japanese-Chinese synonymous technical terms,
both types of segmentation achieved almost similar perfor-
mance, while they have different types of errors. Thus, we
integrate those two types of segmentation in the form of the
intersection of SVM judgments, and show that this achieves
over 90% precision.

2. Japanese-Chinese Parallel Patent
Documents

Japanese-Chinese parallel patent documents are collected
from the Japanese patent documents published by the
Japanese Patent Office (JPO) in 2004-2012 and the Chinese
patent documents published by State Intellectual Property
Office of the People’s Republic of China (SIPO) in 2005-
2010. From them, we extract 312,492 patent families, and
the method of Utiyama and Isahara (2007) is applied1 to
the text of those patent families, and Japanese and Chinese
sentences are aligned. In this paper, we use 3.6M parallel
patent sentences with the highest scores of sentence align-
ment.

3. Phrase Table of an SMT Model
As a toolkit of a phrase-based SMT model, we use
Moses (Koehn et al., 2007) and apply it to the whole 3.6M
parallel patent sentences. Before applying Moses, Japanese
sentences are segmented into a sequence of morphemes
by the Japanese morphological analyzer MeCab2 with the

1Here, we used a Japanese-Chinese translation lexicon con-
sisting of about 170,000 Chinese head words.

2http://mecab.sourceforge.net/
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Figure 1: Developing a Reference Set of Bilingual Synonymous Technical Terms

morpheme lexicon IPAdic3. For Chinese sentences, we
examine two types of segmentation, i.e., segmentation by
characters4 and segmentation by morphemes5.
As the result of applying Moses, we have a phrase ta-
ble in the direction of Japanese to Chinese translation,
and another one in the opposite direction of Chinese to
Japanese translation. In the direction of Japanese to Chi-
nese translation, we finally obtain 108M (Chinese sen-
tences segmented by morphemes) / 274M (Chinese sen-
tences segmented by characters) translation pairs with 75M
/ 197M unique Japanese phrases with Japanese to Chinese
phrase translation probabilitiesP (pC | pJ) of translating a
Japanese phrasepJ into a Chinese phrasepC . For each
Japanese phrase, those multiple translation candidates in
the phrase table are ranked in descending order of Japanese
to Chinese phrase translation probabilities. In the similar
way, in the phrase table in the opposite direction of Chinese
to Japanese translation, for each Chinese phrase, multiple
Japanese translation candidates are ranked in descending
order of Chinese to Japanese phrase translation probabili-
ties.
Those two phrase tables are then referred to when identi-
fying a bilingual technical term pair, given a parallel sen-

3http://sourceforge.jp/projects/ipadic/
4A consecutive sequence of numbers as well as a consecutive

sequence of alphabetical characters are segmented into a token.
5Chinese sentences are segmented into a sequence of mor-

phemes by the Chinese morphological analyzer Stanford Word
Segment (Tseng et al., 2005) trained with Chinese Penn Treebank.

tence pair〈SJ , SC〉 and a Japanese technical termtJ , or
a Chinese technical termtC . In the direction of Japanese
to Chinese, given a parallel sentence pair〈SJ , SC〉 con-
taining a Japanese technical termtJ , Chinese translation
candidates collected from the Japanese to Chinese phrase
table are matched against the Chinese sentenceSC of the
parallel sentence pair. Among those found inSC , t̂C with
the largest translation probabilityP (tC | tJ ) is selected
and the bilingual technical term pair〈tJ , t̂C〉 is identified.
Similarly, in the opposite direction of Chinese to Japanese,
given a parallel sentence pair〈SJ , SC〉 containing a Chi-
nese technical termtC , the Chinese to Japanese phrase ta-
ble is referred to when identifying a bilingual technical term
pair.

4. Developing a Reference Set of Bilingual
Synonymous Technical Terms

When developing a reference set of bilingual synonymous
technical terms (detailed procedure to be found in Liang
et al. (2011a)), starting from a seed bilingual term pair
sJC = 〈sJ , sC〉, we repeat the translation estimation pro-
cedure of the previous section six times and generate the set
CBP (sJ) of candidates of bilingual synonymous technical
term pairs. Figure 1 illustrates the whole procedure.
Then, we manually divide the setCBP (sJ ) into
SBP (sJC), those of which are synonymous withsJC , and
the remainingNSBP (sJC). As in Table 1, we collect 114
seeds, where the number of bilingual technical terms in-
cluded inSBP (sJC) in total for all of the 114 seed bilin-
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Table 1: Number of Bilingual Technical Terms: Candidates and Reference of Synonyms

(a) With the Phrase Table based on Chinese Sentences Segmented by Characters
# of bilingual technical terms

for the total 114 seeds
average per seed

Candidates of Synonyms
⋃

sJ

CBP (sJ)

included only
in the set (a)

8,816
22,563

77.3
197.92

included in the intersection
of the sets (a) and (b)

13,747 120.6

Reference of Synonyms
⋃

sJC

SBP (sJC)

included only
in the set (a)

309
2,496

2.7
21.9

included in the intersection
of the sets (a) and (b)

2,187 19.2

(b) With the Phrase Table based on Chinese Sentences Segmented by Morphemes
# of bilingual technical terms

for the total 114 seeds
average per seed

Candidates of Synonyms
⋃

sJ

CBP (sJ)

included only
in the set (b)

14,161
28,948

124.2
253.9

included in the intersection
of the sets (a) and (b)

14,787 129.7

Reference of Synonyms
⋃

sJC

SBP (sJC)

included only
in the set (b)

180
2,604

1.6
22.8

included in the intersection
of the sets (a) and (b)

2,424 21.3

gual technical term pairs is around 2,500 to 2,600, which
amounts to around 22 per seed on average. It can be also
seen from Table 1 that although about 90% of reference of
synonymous technical terms are shared by the two types
of segmentation (by characters and by morphemes), only
about 40% to 50% of candidates of synonymous technical
terms are shared by the two types of segmentation.

5. Identifying Bilingual Synonymous
Technical Terms by Machine Learning

In this section, we apply the SVMs to the task of identify-
ing bilingual synonymous technical terms. In this paper, we
model the task of identifying bilingual synonymous techni-
cal terms by the SVMs as that of judging whether or not
the input bilingual term pair〈tJ , tC〉 is synonymous with
the seed bilingual technical term pairsJC = 〈sJ , sC〉.

5.1. The Procedure

First, letCBP be the union of the setsCBP (sJ ) of can-
didates of bilingual synonymous technical term pairs for
all of the 114 seed bilingual technical term pairs. In the
training and testing of the classifier for identifying bilingual
synonymous technical terms, we first divide the set of 114
seed bilingual technical term pairs into 10 subsets. Here,
for eachi-th subset (i = 1, . . . , 10), we construct the union
CBPi of the setsCBP (sJ ) of candidates of bilingual syn-
onymous technical term pairs, whereCBP1, . . . , CBP10

are 10 disjoint subsets6 of CBP .

6Here, we divide the set of 114 seed bilingual technical term
pairs into 10 subsets so that the numbers of positive (i.e., syn-

As a tool for learning SVMs, we use TinySVM (http://
chasen.org/˜taku/software/TinySVM/). As
the kernel function, we use the polynomial (1st order) ker-
nel7. In the testing of a SVMs classifier, we regard the dis-
tance from the separating hyperplane to each test instance
as a confidence measure, and return test instances satisfy-
ing confidence measures over a certain lower bound only
as positive samples (i.e., synonymous with the seed). In
the training of SVMs, we use 8 subsets out of the whole
10 subsetsCBP1, . . . , CBP10. Then, we tune the lower
bound of the confidence measure with one of the remaining
two subsets. With this subset, we also tune the parameter
of TinySVM for trade-off between training error and mar-
gin. Finally, we test the trained classifier against another
one of the remaining two subsets. We repeat this procedure
of training / tuning / testing 10 times, and average the 10
results of test performance.

5.2. Features

Table 2 lists all the features used for training and testing
of SVMs for identifying bilingual synonymous technical
terms. Features are roughly divided into two types: those
of the first typef1, . . . , f6 simply represent various char-
acteristics of the input bilingual technical term〈tJ , tC〉,
while those of the second typef7, . . . , f16 represent rela-
tion of the input bilingual technical term〈tJ , tC〉 and the

onymous with the seed) / negative (i.e., not synonymous with the
seed) samples in eachCBPi (i = 1, . . . , 10) are comparative
among the 10 subsets.

7We compare the performance of the 1st order and 2nd order
kernels, where we have almost comparative performance.
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Table 2: Features for Identifying Bilingual Synonymous Technical Terms by Machine Learning

class feature
definition

( whereX denotesJ orC,
and〈sJ , sC〉 denotes the seed bilingual technical term pair )

f1: frequency log of the frequency of〈tJ , tC〉 within the whole parallel patent sen-
tences

features
for

f2: rank of the Chinese term giventJ , log of the rank oftC with respect to the descending order
of the conditional translation probabilityP(tC | tJ)

bilingual
technical

f3: rank of the Japanese term giventC , log of the rank oftJ with respect to the descending order
of the conditional translation probabilityP(tJ | tC)

terms
〈tJ , tC〉

f4: number of Japanese charac-
ters

number of characters intJ

f5: number of Chinese charac-
ters

number of characters intC

f6: number of times generating
translation by applying the
phrase tables

the number of times repeating the procedure of generating transla-
tion by applying the phrase tables until generatingtC or tJ from sJ ,
as insC → · · · → tJ → tC , or,sJ → · · · → tC → tJ

f7: identity of Japanese terms returns 1 whentJ = sJ
f8: identity of Chinese terms returns 1 whentC = sC

features
for the

f9: edit distance similarity of
monolingual terms

f9(tX , sX) = 1− ED(tX ,sX)
max(|tX |,|sX |) (whereED is the edit distance

of tX andsX , and| t | denotes the number of characters oft.)
relation of
bilingual

f10: character bigram similarity
of monolingual terms

f10(tX , sX) = |bigram(tX )∩bigram(sX )|
max(|tX |,|sX |)−1 (wherebigram(t) is

the set of character bigrams of the termt.)
technical
terms

f11: rate of identical morphemes
(for Japanese terms)

f11(tJ , sJ) =
|const(tJ )∩const(sJ )|

max(|const(tJ )|,|const(sJ )|)
(whereconst(t) is the

set of morphemes in the Japanese termt.)
〈tJ , tC〉
and the

f12: rate of identical characters
(for Chinese terms)

f11(tC , sC) = |const(tC)∩const(sC)|
max(|const(tC)|,|const(sC)|) (whereconst(t) is

the set of Characters in the Chinese termt.)
seed
〈sJ , sC〉

f13: subsumption relation of
strings / variants relation of
surface forms (for Japanese
terms )

returns 1 when the difference oftJ andsJ is only in their suffixes,
or only whether or not having the prolonged sound “�”, or only in
their hiragana parts.

f14: identical stem (for Chinese
terms)

returns 1 when the difference oftC andsC is only whether or not
haing the word “$” which is not the prefix or suffix.

f15: rate of intersection in trans-
lation by the phrase table

f15(tX , sX) = |trans(tX)∩trans(sX )|
max(|trans(tX)|,|trans(sX)|) ( wheretrans(t) is

the set of translation of termt from the phrase table.)
f16: translation by the phrase ta-

ble
returns 1 whensJ can be generated by translatingtE with the phrase
table, or,sE can be generated by translatingtJ with the phrase table.

seed bilingual technical term pairsJC = 〈sJ , sC〉.

Among the features of the first type are the frequency (f 1),
ranks of terms with respect to the conditional translation
probabilities (f2 andf3), length of terms (f4 andf5), and
the number of times repeating the procedure of generat-
ing translation with the phrase tables until generating input
termstJ andtC from the Japanese seed termsJ (f6).

Among the features of the second type are identity of
monolingual terms (f7 andf8), edit distance of monolin-
gual terms (f9), character bigram similarity of monolingual
terms (f10), rate of identical morphemes (in Japanese,f11)
/ characters (in Chinese,f12), string subsumption and vari-
ants for Japanese (f13), identical stem for Chinese (f14),
rate of intersection in translation by the phrase table (f15),
and translation by the phrase tables (f16).

5.3. Evaluation Results

Table 3 shows the evaluation results for a baseline as well
as for SVMs. As the baseline, we simply judge the input
bilingual term pair〈tJ , tC〉 as synonymous with the seed
bilingual technical term pairsJC = 〈sJ , sC〉 whentJ and
sJ are identical, or,tC andsC are identical. When train-
ing / testing a SVMs classifier, we tune the lower bound of
the confidence measure of the distance from the separating
hyperplane in two ways: i.e., for maximizing precision and
for maximizing F-measure. When maximizing precision,
we achieve almost 87% precision where F-measure is over
40%. When maximizing F-measure, we achieve over 60%
F-measure with around 71% precision and over 52% recall.
As shown in Figure 2, the two types of segmentation of Chi-
nese sentences, namely, by characters and by morphemes,
tend to have different types of errors. So, we integrate those
two types of segmentation in the form of the intersection of
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Table 3: Evaluation Results (%)

segmented by characterssegmented by morphemes intersection
precision recall f-measureprecision recall f-measure precision recall f-measure

baseline (tJ andsJ
are identical, or,

tC andsC
are identical.)

71.5 39.4 50.8 69.1 40.0 50.7 77.3 33.1 46.3

SVM
maximum
precision

86.9 26.0 40.0 84.3 24.5 38.0 90.0 25.1 39.2

maximum
f-measure

71.0 52.8 60.6 68.6 54.4 60.7 — — —

Figure 2: Evaluating Intersection of Judgments by SVM based on Character/Morpheme based Segmentation of Chinese
Sentences

SVM judgments, where, for both types of segmentation, we
tune the lower bound of the confidence measure of the dis-
tance from the separating hyperplane. We maximize preci-
sion while keeping recall over 25% with held-out data, and
this achieves over 90% precision as shown in Table 3.

6. Related Work
Among related works on acquiring bilingual lexicon from
text, Itagaki et al. (2007) focused on automatic validation
of translation pairs available in the phrase table trained
by an SMT model. Lu and Tsou (2009) and Yasuda and
Sumita (2013) also studied to extract bilingual terms from
comparable patents, where, they first extract parallel sen-
tences from comparable patents, and then extract bilin-
gual terms from parallel sentences. Those studies differ
from this paper in that those studies did not address the
issue of acquiring bilingual synonymous technical terms.
Tsunakawa and Tsujii (2008) is mostly related to our study,
in that they also proposed to apply machine learning tech-
nique to the task of identifying bilingual synonymous tech-
nical terms. However, Tsunakawa and Tsujii (2008) stud-
ied the issue of identifying bilingual synonymous technical
terms only within manually compiled bilingual technical

term lexicon and thus are quite limited in its applicability.
Our approach, on the other hand, is quite advantageous in
that we start from parallel patent documents which continue
to be published every year and then, that we can generate
candidates of bilingual synonymous technical terms auto-
matically.
Our study in this paper is also different from previous works
on identifying synonyms based on bilingual and mono-
lingual resources (e.g. Lin and Zhao (2003)) in that we
learn bilingual synonymous technical terms from phrase ta-
bles of a phrase-based SMT model trained with very large
parallel sentences. Also in the context of SMT between
Japanese and Chinese, Sun and Lepage (2012) pointed out
that character-based segmentation of sentences contributed
to improving machine translation performance compared to
morpheme-based segmentation of sentences.

7. Conclusion
In the task of acquiring Japanese-Chinese technical term
translation equivalent pairs from parallel patent documents,
this paper considered situations where a technical term is
observed in many parallel patent sentences and is trans-
lated into many translation equivalents and studied the is-
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sue of identifying synonymous translation equivalent pairs.
We especially examined two types of segmentation of Chi-
nese sentences, i.e., by characters and by morphemes, and
integrated those two types of segmentation in the form of
the intersection of SVM judgments, which achieved over
90% precision. One of the most important future works is
definitely to improve recall. To do this, we plan to apply
the semi-automatic framework (Liang et al., 2011b) which
have been invented in the task of identifying Japanese-
English synonymous translation equivalent pairs and have
been proven to be effective in improving recall. We plan
to examine whether this semi-automatic framework is also
effective in the task of identifying Japanese-Chinese syn-
onymous translation equivalent pairs.
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Abstract

Bilingual lexicon extraction from comparable corpora is generally addressed through two monolingual distributional spaces of context
vectors connected through a (partial) bilingual lexicon. We sketch here an abstract view of the task where these two spaces are embedded
into one common bilingual space, and the two comparable corpora are merged into one bilingual corpus. We show how this paradigm
accounts for a variety of models proposed so far, and where a set of topics addressed so far take place in this framework: degree of
comparability, ambiguity in the bilingual lexicon, where parallel corpora stand with respect to this view, e.g., to replace the bilingual
lexicon. A first experiment, using comparable corpora built from parallel corpora, illustrates one way to put this framework into practice.
We also outline how this paradigm suggests directions for future investigations. We finally discuss the current limitations of the model
and directions to solve them.

1. Introduction

The standard approach to bilingual dictionary extraction
from comparable corpora (Rapp, 1995; Fung and McKe-
own, 1997) proposes to perform monolingual distributional
analysis in each of the two comparable corpora. It rep-
resents source and target words with context vectors, and
a transformation of source context words into target con-
text words through a dictionary. Previous work has in-
vestigated variations on context vector construction (con-
text nature and size, association scores, e.g., (Laroche and
Langlais, 2010; Gamallo and Bordag, 2011)) and on the
seed-dictionary-based transformation: origin and coverage
of the dictionary, e.g., (Chiao and Zweigenbaum, 2003;
Hazem and Morin, 2012), complementary transformations
(Gaussier et al., 2004), disambiguation of dictionary en-
tries (Morin and Prochasson, 2011; Apidianaki et al., 2013;
Bouamor et al., 2013b), acquisition of the dictionary from
parallel corpora (Morin and Prochasson, 2011; Apidianaki
et al., 2013).
Here we want to emphasize the overall space which is cre-
ated by this construction. Previous work has hinted at this
overall space (e.g., (Gaussier et al., 2004)) or used it explic-
itly (Peirsman and Padó, 2010) but has not to our knowl-
edge investigated further the view that it can provide on the
task and its related issues. The goal of this paper is to draft
a model of this space and to point at the avenues it opens
for further research. Therefore this paper is a rather ab-
stract, first stab at a description of this model, and leaves
both a precise formalization and concrete experiments for
further work. It also leaves for future work the handling of
multi-word expressions. This type of exposition may incur
risks of “hand waiving”, which we have tried to minimize.
Its main contributions (and outline) are the following:

• The description of a unified space embedding the con-
text vectors of the two comparable corpora;

• The description of a connected, bilingual corpus gen-
erated from the two comparable corpora;

• A reformulation of some topics in bilingual lexicon
extraction from comparable corpora;

• Suggestions for future research spawned by this uni-
fied space.

2. Related work

The introduction has shortly enumerated several dimen-
sions of research on bilingual lexicon extraction from com-
parable corpora. The work closest to what we develop here
is that of (Gaussier et al., 2004). A core component of the
geometric view of (Gaussier et al., 2004) is the space de-
fined by (source, target) word pairs in the bilingual dictio-
nary. Among other things, (Gaussier et al., 2004) propose
to represent words of both the source and target corpora in
this common space, effectively creating a unified space. We
propose below to extend this space and to study the view it
gives of the joined comparable corpora.
Joint bilingual representations have been proposed in the
past in various settings. Dual-language documents have
been proposed by (Dumais et al., 1996), where a document
and its translation are merged into a bilingual document;
Latent Semantic Indexing is then performed on the collec-
tion of dual-language documents. Since we work with com-
parable corpora, we extend this concept to that of a dual-
language corpus.
Translation pairs, i.e., bilingual dictionary entries, are used
by (Jagarlamudi and Daumé III, 2010) as a substitute for
‘concepts’ to create cross-language topics. We also use
translation pairs as basic units for cross-language represen-
tation; in our setting they are used in context vectors and in
the above-mentioned dual-language corpus.
The notion of a bilingual vector space for comparable cor-
pora, labeled with translation pairs, has already been pro-
posed by (Peirsman and Padó, 2010). To avoid the need for
a bilingual dictionary, they bootstrap translation pairs with
“frequent cognates, words that are shared between two lan-
guages” (Peirsman and Padó, 2010). This creates a bilin-
gual space in which words of each language are represented
by context vectors in which context words are translation
pairs. Both source and target words can be compared ac-
cording to the similarity of their context vectors. Given a
source word s, its nearest neighbor t in the target language
is a candidate translation. (Peirsman and Padó, 2010) select
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Figure 1: Context vectors in source and target corpora: the column for ej (resp. fk) represents its context vector, and
a(ei, ej) (resp. a(fk, fl)) is the association strength of ei and ej (resp. fk and fl).

candidate pairs (s, t) where t is the nearest target neighbor
of s and s is the nearest source neighbor of t. Iterating this
process extends the initial set of seed bilingual pairs into a
larger bilingual lexicon. This notion of a bilingual vector
space was only a means to an end in (Peirsman and Padó,
2010). We explore it further in the present paper.

3. Reformulating the standard approach to

bilingual lexicon extraction from

comparable corpora

3.1. Monolingual distributional analysis of source and

target corpora

The distributional hypothesis characterizes the meaning of
a word by the distribution of its usages in a language sam-
ple: a corpus. The original formulation by Harris (see de-
tails in (Habert and Zweigenbaum, 2002), citing (Harris,
1991)) relies on relations between operators and arguments.
A common approximation consists in representing word us-
age through co-occurrence with other words in the corpus.
Whatever the choice, given the vocabulary V , this asso-
ciates to a given word ei ∈ V a vector of words ej ∈ V

to which it is syntagmatically associated, and which is usu-
ally called its context vector. For example, context words
(e.g., pregnant) in Sentence (1) contributes to the charac-
terization of the context vector for women (see Figure 1,
left):

(1) information for pregnant women and children



















women

· · ·
...

· · ·
...

[pregnant ∼ enceintes] 4.394197

· · ·
...

· · ·
...



















Figure 2: A context vector of the source corpus, with entries
translated into the target language.

Overall, this creates a word×word matrix E of dimen-
sion |V | × |V | in which E

j
i = a(ei, ej) is the association

strength of ei and ej . Mutual information, log-likelihood
ratio, and odds-ratio, among others, are common values for
this association strength (see e.g. (Evert, 2005; Laroche and
Langlais, 2010) for more association scores).
Given two corpora S and T (typically, here, two compara-
ble corpora in two different languages), composed of vo-
cabularies V and W , we can build word×word association
matrices E and F of dimensions |V | × |V | and |W | × |W |
(see Figure 1, center and right).

3.2. How (unambiguous) bilingual links connect

source wband target spaces

The standard approach additionally relies on a bilingual
dictionary D = {[si ∼ tj ]}, i.e., a set of [source∼target]
word pairs. Its fundamental hypothesis is that word dis-
tribution reflects meaning and that meaning is preserved
through translation, from which it assumes that the distri-
bution of source words in the source corpus is similar to the
distribution of their translations in the target corpus.1 To
simplify the exposition, we assume here that the dictionary
introduces no ambiguity: it provides exactly one translation
for the input source words that it contains (and reciprocally
for target words). We do not assume that it has full cov-
erage of the source or target corpus, otherwise there would
remain no unknown word to translate.
Let us start from the context vector representation
(a(ei, ej))

i=m

i=1 of a source word ej in the source corpus,
where a(ei, ej) is the value of the vector on the axis pro-
vided by word ei. The dictionary D is used to translate
the entries in this context vector: based on translation pairs
[ei ∼ fk] ∈ D, i.e., where fk is a translation of ei through
the dictionary, it produces a representation (a(fk, ej))

k=n

k=1
of the source word ej in the target corpus (see Figure (2)).
In this representation, the same value a(fk, ej) = a(ei, ej)
= a([ei ∼ fk], ej) is assumed to represent the association
that the source word ej would have with the target word fk
translated from ei if ej were occurring in the target corpus.
This creates a representation of the position of ej in the tar-
get space: target words fl whose positions are close to it
are candidates to translate ej .

1Note that (Harris, 1988, viii) considers that this applies to the
language of a given subscience (see again (Habert and Zweigen-
baum, 2002)) rather than to the whole language.
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e1 ej em

e1
. . . a(e1, ej)

...
...

em−p a(em−p, ej)
[em−p+1 ∼ f1] a([em−p+1 ∼ f1], ej)
...

...

[em ∼ fp] a([em ∼ fp], ej)
. . .




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
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
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









f1 fl fn

[em−p+1 ∼ f1]
. . . a([em−p+1 ∼ f1], fl)

...
[em ∼ fp] a([em ∼ fp], fl)
fp+1 a(fp+1, fl)
...

fn a(fn, fl)
. . .

























Figure 3: Translated context vectors in source (Et) and target (Ft) corpora. [em−p+d ∼ fd]d∈(1...p) are translation pairs in
the dictionary. Instead of discarding the non-translated contexts of the vectors, we keep them untouched.
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Figure 4: Translated context vectors G in source and target corpora, embedded in unified context space. [em−p+d ∼
fd]d∈{1...p} are translation pairs in the dictionary.

Since generally not all source and target words belong to
the dictionary, only a part of a source context vector (say
p entries) goes through this translation, while the rest is ig-
nored. Let us assume for ease of exposition that we re-
order the rows (and columns) of E (resp. F ) with the p in-
dictionary entries last (resp. first). The translated version
Et of the source (resp. Ft of the target) context vectors can
then be schematized as shown in Figure 3 (we keep the out-
of-dictionary part of the vectors though). This reveals the
common representation subspace created by the dictionary
entries ([em−p+1 ∼ f1] . . . [em ∼ fp], in red in Figure 3).

3.3. Embedding bilingual corpora into a unified space

This common subspace provides a basis on which to merge
the two sets of context vectors. Of the m dimensions of E
and of the n dimensions of F , p are common to both. These
vectors can thus be extended to dimension q = m+n− p :
vectors of Et are extended with n − p zeros at their end,
and vectors of Ft are extended with m − p zeros at their
beginning.2 Besides, to highlight some properties of the

2Note again that we do not discard the non-translated contexts
of these vectors. This contrasts to the standard approach where
only the in-dictionary contexts are kept and then compared. We
return to this point below.

obtained representation, we re-order the context vectors so
that the columns for source and target words in the dictio-
nary are next to each other. This is schematized on Figure 4,
where the common subspace is shown in red, zero exten-
sions are shown in blue, two in-dictionary context vectors
are grouped under each [em−p+d ∼ fd] header (in violet),
and black shows the corpus-specific contexts. Note that
only the red parts are used in the standard approach.
These in-dictionary context vectors have another interpre-
tation at the text level. Substituting source (resp. target)
words with translation pairs amounts to actually replacing
in the texts the source (resp. target) words present in the
dictionary with concatenated bi-words. For instance, de-
pending on the dictionary, the English Sentence (1) may
become as in Sentence (2 a) (the dictionary has no entry for
information and women). Similarly, in the reverse direc-
tion, the French sentence une forte proportion de femmes
enceintes may give rise to Sentence (2 b):

(2) (a) information| for|intention pregnant|enceintes
women| and|et children|enfants

(b) a|une high|forte proportion|proportion of|de
|femmes pregnant|enceintes

Figure 5 displays the same examples graphically, with En-
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Figure 5: Bilingual corpus: an English sentence and a
French sentence. In this example, information, women, and
femmes are out-of-dictionary words.

glish words on top and French words at the bottom. Blue
color marks the source sentence. Once transformed this
way, the two comparable corpora can be merged into one
bilingual corpus. To avoid confusion between source and
target cognates, all out-of-dictionary words in the source
and target corpora are marked with their language.3

The representation of words in this corpus can follow the
standard distributional practice outlined in Section 3.1.
Since source corpus words outside the dictionary never co-
occur with target corpus words outside the dictionary, the
two corresponding quadrants of the matrix in Figure 4 are
filled with zeros. This should make the contribution of out-
of-dictionary contexts minimal in the computation of vector
similarity.
More precisely, if the dot product is used to compare con-
text vectors, the representation in Figure 4 leads to the same
results as truncating context vectors to their dictionary part,
as is performed in the standard approach. However, if the
similarity of two vectors is instead computed through a for-
mula which takes into account all components of both vec-
tors (e.g., cosine similarity normalizes the dot product by
dividing it by the norms of the two vectors, and the Jac-
card index divides the common features by the union of all
features of the two context vectors), the formulation in Fig-
ure 4 should lead to reduced similarity values for each word
with a strong association with out-of-dictionary words. If
we consider that for a given word, the stronger its associ-
ations with out-of-dictionary words, the poorer the fidelity
of its context vector, reducing its similarity to other context
vectors might not be a bad move. This suggests a direction
for new investigations.
Note also that for each d ∈ {1 . . . p}, the context vectors
of translation pair items em−p+d and fd are expected to be
more similar to each other than to any other context vec-
tor. These pairs of in-dictionary context vectors might thus
provide a training set to tune some parameters or to train
supervised methods. However, replacing em−p+d and fd
with a concatenated bi-word in the corpus replaces their
two context vectors with a single one (not shown in Fig-
ure 4). This forces a single distribution on the resulting bi-
word. Such merged context vectors are the only ones that
may have non-zero out-of-dictionary context words in both

3For instance by prefixing them with lang_, e.g. en_ and
fr_. In our experiments we adopted a simpler convention where
a translation pair [e ∼ m] is noted e | f , and source or target
out-of-dictionary words are noted respectively e | and | f , as seen
in Example (2 a) for information and women.

the source and target subspaces of the corpus.4

To summarize, we have proposed here:

1. A unified context matrix which embeds context vec-
tors of both source and target corpora; and

2. An associated merged bilingual corpus, some of
whose “words” are bilingual word pairs.

The merged bilingual corpus has only been sketched. While
computations are performed on the unified context matrix,
the main intention of the merged bilingual corpus is to pro-
duce a concrete object which can support human observa-
tion and reasoning, and thereby complement the more ab-
stract artifact of context vectors in unified context space. It
is defined as a corpus whose contexts produce the unified
context matrix. If the bilingual dictionary is not ambiguous
(i.e., it only contains one-to-one mappings between source
and target words), the merged corpus can be defined by sim-
ple substitution as in the present section. If the bilingual
dictionary is ambiguous (see Section 4.3. below), creating
the bilingual corpus requires a more complex management
of individual contexts which goes beyond the present pa-
per. This difficulty in building the bilingual corpus may be
taken as a clue that ambiguous dictionary entries create a
problem for bilingual lexicon extraction from comparable
corpora, and should thus be resolved before bilingual lexi-
con extraction.

4. Revisiting common topics in bilingual

lexicon extraction

4.1. Bilingual lexicon extraction as “a-lingual”

distributional analysis and similarity

The unified context vector space contains both source and
target context vectors. Similarity in this space can therefore
be used to compare source and target context vectors di-
rectly, hence to look for word translations. Moreover, clus-
tering in this space results in clusters which can contain at
the same time source and target context vectors, which are
similar either in source space (monolingual distributional
similarity), in target space (same), or across the two (cross-
lingual distributional similarity, aimed at spotting transla-
tions).
Having one unified space might be thought at first sight to
help reduce the common propensity to use directional meth-
ods, which then need to be symmetrized a posteriori as in
(Chiao et al., 2004). This is however not necessarily the
case: even within unified space, (Peirsman and Padó, 2010)
still opt to enforce symmetric conditions to select similar
words.

4.2. Degree of comparability

(Déjean and Gaussier, 2002) consider that two corpora are
comparable if a non-negligible subpart of the vocabulary V

4We might also keep the original individual context vectors of
em−p+d and fd, and add to them, instead of substituting for them,
their merged context vector. This amounts to duplicating the sen-
tences (or more precisely the contexts) in which words em−p+d or
fd occur: keeping the original sentence and creating a copy where
occurrences of em−p+d or fd are replaced with [em−p+d ∼ fd].
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of the source corpus has a translation in the target vocabu-
lary W and reciprocally. (Li and Gaussier, 2010) base their
measure of comparability of two corpora on the proportion
of words in V (resp. W ) whose translations are found in W

(resp. V ). This proportion corresponds to the proportion
of rows in the Et or Ft matrix which could be covered by
a complete dictionary—or which an oracle method could
map to a correct translation in the corpus. In contrast, com-
parability measures which use features other than simple
words translations (Su and Babych, 2012) do not have a
simple counterpart in these matrices.

4.3. Ambiguity in the bilingual lexicon

The proposed construction emphasizes the importance of
disambiguating dictionary word translations, which recent
work (Apidianaki et al., 2013; Bouamor et al., 2013b) has
shown to be able to bring substantial improvements in bilin-
gual lexicon extraction from comparable corpora. How-
ever, if multiple translations remain for source dictionary
words (e.g., [em−p+d ∼ fd1

], . . . [em−p+d ∼ fdt
]), the

context vector view presented in Section 3.3. should be
adapted.

One way to handle this would be to create additional rows
(and columns) in matrix G for the additional translation
pairs. This amounts to duplicating the sentences (more pre-
cisely, contexts) in which the source word em−p+d occurs:
each resulting sentence Si would replace occurrences of
em−p+d with [em−p+d ∼ fdi

]. However, if several source
words ea, eb, . . . map to the same target word fd, this re-
sults in distinct representations [ea ∼ fd], [eb ∼ fd], . . . of
the same target word fd which split the distribution of this
target word into several parts. This could be a reasonable
option if this separates distinct senses of fd.

Another way would be to assume a less constrained map-
ping (typically, a linear transformation) through the dictio-
nary from source words to target words. This can be defined
by a transformation matrix M (see, e.g., (Gaussier et al.,
2004)) whose row indexes are the source words that have an
entry in the dictionary, whose column indexes are the target
words which the dictionary proposes for at least one source
word, and where Mij = 1 (or some given positive weight,
for instance such that

∑

j Mij = 1 to encode a distribu-
tion of word translation probabilities) iff [ei ∼ fj ] is in the
dictionary and Mij = 0 otherwise. As announced in Sec-
tion 3.3., this method makes it more difficult to design an
associated merged corpus. A direction to consider to create
this merged corpus would be to include in this corpus not
only full sentences, but also isolated phrases embodying el-
ementary contexts.

All in all, the present discussion emphasizes that disam-
biguating source (and target) words helps obtain a better-
defined model and could help design a more natural merged
corpus. The methods adopted by (Apidianaki et al., 2013)
look particularly relevant for this purpose since they induce
clusters of translations which create sense clusters in the
target corpus, hence seem compatible with the first above-
mentioned way to handle ambiguity.

4.4. Parallel corpora in connected space

Parallel corpora5 are often considered to be an ideal version
of comparable corpora: they maximize comparability inas-
much as most source words can be aligned to a target word,
and reciprocally. Indeed, parallel corpora also have draw-
backs, the main one being that they are subject to transla-
tion bias: at least one of the two parallel corpora has been
obtained by translating from a source language, and may
contain calques, so the parallel corpus is a less good sam-
ple of that language. However, as in most work on parallel
corpora, we shall ignore this property here.
We can represent two parallel corpora in the same way as
comparable corpora in Section 3.1.: each corpus is sub-
jected to distributional analysis to build context vectors.
Then, instead of using an external bilingual dictionary, we
can take advantage of word alignments to connect the two
corpora. An advantage of word alignments (assuming they
are correct) over using an external dictionary is that no
disambiguation is necessary: each word translation is pre-
cisely valid in the context where it is found. Another ad-
vantage is that as mentioned above, most source words are
aligned with some target word.
What is the use of considering parallel corpora under this
view? Indeed, since most words can find translations
through alignment, which is much more precise than distri-
butional similarity, handling them as comparable corpora is
not directly relevant for bilingual lexicon acquisition. How-
ever, let us examine their representation more closely.
A direct equivalent of a dictionary translation pair in par-
allel corpora is a pair of aligned [e ∼ f ] words. However,
a given source word may be translated as one among a set
of variant words, and a set of different source words may
obtain the same translation (which is useful to collect para-
phrases (Barzilay and McKeown, 2001)). It may thus be
beneficial to identify, among the possible translations of a
given source word, those that are equivalent or closely re-
lated (Apidianaki, 2008) and those that are different (see
also (Yao et al., 2012) for statistics on synonymy [equiv-
alence] and polysemy [difference] in this context). Such
sense clusters may provide a more relevant basis for trans-
lation pairs than individually aligned words in context vec-
tors: by making (language-sensitive) word senses explicit,
they should on the one hand lead to better generalization
than individual words, while on the other hand differentiat-
ing different senses, thus potentially leading to better dis-
crimination. Examining parallel corpora in the framework
of unified context vector space thus naturally leads to con-
sidering questions and directions that have proved fruitful
in the parallel corpus literature.
Another interest of representing parallel corpora in unified
context space is that they can then be used in lieu of a dic-
tionary to connect comparable corpora: this is the topic of
the next section.

5In this paper we use the plural term ‘parallel corpora’ to re-
fer to a pair of aligned corpora, to make it easier to refer to each
corpus individually as the ‘source corpus’ and the ‘target corpus’.
This departs from common usage where a parallel corpus (singu-
lar) refers to a corpus of bitexts.
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4.5. Substituting the bilingual dictionary with a

parallel corpus

Replacing the bilingual dictionary with one obtained from
a pair of parallel corpora has been proposed by (Morin and
Prochasson, 2011; Apidianaki et al., 2013). As explained
in the previous section, parallel corpora have an advantage
over a dictionary: their word alignments are found in the
context of a sentence, so that the translation they show for a
given (possibly ambiguous) source word in a source sen-
tence is a correct translation of that source word in that
source context, displayed in the context of the target sen-
tence in which it occurs. In other words, parallel corpora di-
rectly implement the substitution introduced in Section 3.3.
Therefore, an ideal situation when using parallel corpora
would be to add them to the comparable corpora, thereby
directly connecting the source and target corpora. For con-
sistency, the parallel corpora should be in-domain, i.e., the
source (resp. target) parallel corpus should be comparable
to the source (resp. target) comparable corpus.
However, (Morin and Prochasson, 2011) and (Apidianaki
et al., 2013) kept their parallel corpora separate from the
comparable corpora. (Morin and Prochasson, 2011) used
in-domain parallel corpora but discarded them after obtain-
ing a dictionary of aligned words. (Apidianaki et al., 2013)
used out-domain parallel corpora, induced word senses
from them, and used these sense clusters plus informa-
tion from the parallel corpora to disambiguate translations.
This makes better use of the observed word distributions
in the parallel corpora. Still, a step further in this direc-
tion would consist in extending the latter method by us-
ing in-domain parallel corpora: applying (Apidianaki et al.,
2013)’s method to induce word senses and to translate con-
text vectors, passing to unified context space, and adding
the parallel corpora to unified context space as explained in
Section 4.4.
When in-domain parallel corpora are scarce, they can be
generated by machine translation from a part of the compa-
rable corpus (Abdul-Rauf and Schwenk, 2009). Assuming
that the machine translation system used to do so has been
trained on a large pair of parallel corpora for the considered
language pair, this creates a chain of steps which propa-
gate translation pairs: (i) translation pairs are learned from
large (out-domain) parallel corpora into the phrase table;
(ii) they are used to produce (artificial) (in-domain) parallel
corpora by translating existing sentences of the comparable
corpora (note that this can be done in both directions); (iii)
translation pairs instantiated in the artificial parallel corpora
link the two comparable corpora; (iv) distributional analy-
sis and similarity in the comparable corpora suggest new
translation pairs. Some amount of loss is to be expected
at each stage: as in many other directions listed in this pa-
per, experiments will be useful to know to which extent this
impedes the outlined method.

5. A preliminary experiment

As a preliminary, controlled experiment, we performed
translation spotting in unified space in a pair of compara-
ble corpora. We created these comparable corpora in such
a way that many of their words come with tailored, low-
ambiguity translations. We started from English-French

parallel corpora obtained from the Health Canada bilingual
Web site (Deléger et al., 2009) and re-used by (Ben Abacha
et al., 2013) for cross-language entity detection. The corpus
was word-aligned with Fast Align (Dyer et al., 2013) in for-
ward and reverse directions, then symmetrized with atools
with the grow-diag-final option. It was then split into two
halves in the order of the files (hence the topics covered by
the two halves are expected to show some differences). The
first half was used as an English source corpus (with French
translation), and the second half as a French source corpus
(with English translation).
When a source word was aligned to multiple target words, a
more selective word alignment was obtained by computing
an association score (discounted log odds ratio) over the
word alignment links and keeping the link with the most
associated target word. Links under a threshold were also
discarded (we selected a threshold of 1 based on initial ex-
periments). The target word selected this way was con-
sidered to be the translation of the source word and was
pasted to it to create a bi-word as per the notations showed
in Sentences 2 a and 2 b in Section 3.3. (see also Figure 5).
This created two artificial comparable corpora. In each of
these two corpora, some source words were mapped to tar-
get words as though through a dictionary—actually thanks
to the word alignment process.
We then simulated out-of-dictionary words by surgically re-
moving some of these translations. Given a translation pair
[e ∼ f ], in the English corpus we modified all bi-words
e|∗ into e| and all bi-words ∗|f info |f ; in the French cor-
pus we did the same in the opposite order. The examples
cited in Section 3.3. were actually extracted from this cor-
pus; they were obtained by removing the translation pairs
[women ∼ femmes] and [information ∼ information] from
the two parts of the corpus. We did this for several series
of translation pairs: 31 among the most frequent ones, 54 at
rank 1000, 45 at rank 5000, 48 at rank 10000, and 49 at rank
15000, for a total of 227 translation pairs. After this oper-
ation, the two halves of the corpus were pasted together,
thus producing one bilingual corpus with 2 × 227 addi-
tional out-of-dictionary words (slightly less actually since
our sample of translation pairs happened to include a few
common source or target words). This corpus contains 2.1
million words.
We then performed distributional analysis of this corpus in
unified space: we built context vectors for each (bi)word
in the corpus (minimum 5 occurrences, stop-word removal
in both languages, window of 5 words left and right, dis-
counted log odds-ratio as in (Laroche and Langlais, 2010)).
Context vectors were truncated to the 1000 most associated
context words. Vector similarity was computed by taking
the cosine of the two vectors (we also tested the dot prod-
uct).
We performed the translation spotting task by taking as
source words the above 227 pairs of artificial out-of-
dictionary words. For each source word, we retrieved the
corresponding context vector, computed its similarity to
all other context vectors, and ranked them in descending
similarity order (we kept up to 500 most similar context
vectors). We evaluated the results by checking whether
the word with the closest context vector was the refer-
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s f→e 0.3982

e→f 0.4398

do
t f→e 0.5113

e→f 0.4213
su

cc
es

s@
o1

co
s f→e 0.6833

e→f 0.7083

do
t f→e 0.6606

e→f 0.6806

Table 1: Translation spotting in unified space. N=227 test
pairs in either direction; sim = similarity: cos = cosine, dot
= dot product; dir = direction of translation.

ence translation (the other word of the translation pair), e.g.
whether starting from women|, the closest context vector
was that for |femme (success@1). Sometimes the clos-
est context vector may represent a word of the same lan-
guage. Therefore we also performed the same check re-
stricted to out-of-dictionary words of the other language
(success@o1, where o stands for out-of-dictionary and also
for other). This second measure can be seen as more realis-
tic since we have this knowledge and can use it anyway in a
translation spotting task. However, out-of-dictionary words
include on the one hand natural OOD words which could not
be aligned reliably when preparing the corpus, and on the
other hand artificial OOD words which can have a different
distribution. This may bias their recognition and lead to an
optimistic evaluation. Hence our trying to reduce this bias
by selecting words in a variety of frequency ranges.
Table 1 displays the obtained results. A detailed analy-
sis of this first experiment is beyond the scope of this pa-
per; we may observe nevertheless that success@1, between
0.40 and 0.51, would be rather high for comparable cor-
pora, and that success@o1, between 0.66 and 0.71, is as
expected much higher but probably optimistic. The impor-
tant point is that this exemplifies distributional analysis in
unified space, where the translation links which create bi-
words are obtained from parallel corpora instead of a pre-
existing dictionary. The extension of this experiment by
adding non-parallel texts to a parallel kernel is left for fu-
ture work.

6. Embedding space suggests directions for

future investigations

Presenting the unified context space and the connected
bilingual corpus led us to mention several topics about
bilingual lexicon acquisition from comparable corpora
which deserve investigation. Among others we mentioned
keeping whole context vectors in similarity computation in-
stead of truncating their out-of-dictionary part; performing
similarity computation directly on unified context space;
performing cross-language clustering on unified context
space; whether or not to merge the context vectors of in-
dictionary words, and its consequence on bilingual lexicon
extraction; connecting parallel corpora to unified context
space; exploring the relevance of creating them through

machine translation.
The handling of the context vectors of in-dictionary words,
with a source view (see the violet em−p+d column in Fig-
ure 4), a target view (violet fd column), and possibly a
merged view (not shown on the figure), is reminiscent of
the feature augmentation proposed by (Daumé III, 2007) to
help domain adaptation. The parallel here would be that the
merged context vectors of in-dictionary words could help
connect word distributions in the two “domains” (here lan-
guages), for instance when computing cross-language word
clusters on unified context space.
As an application, bilingual word classes obtained through
cross-language clustering can provide additional data for
methods such as (Täckström et al., 2012) which aim at di-
rect transfer of NLP components from one language to an-
other.
How to create a merged bilingual corpus when multiple
translations are provided for some words in the dictio-
nary has been left undetermined in the above sections. A
word lattice representation (more exactly, a directed acyclic
graph) encoding alternative words could help solve the
problem. The translation pair representation adopted in this
paper would then be extended to pairs of disjunctions of
words. However, this is likely to amount to merging the tar-
get (resp. source) word distributions for all alternate transla-
tions, which should be separated at least into sense clusters
(see Sections 4.4. and 4.5. above).

7. Relation to non-standard methods of

bilingual lexicon extraction from

comparable corpora

The present work focuses on the above-mentioned ‘stan-
dard approach’ to bilingual lexicon extraction from compa-
rable corpora. (Déjean et al., 2002) have proposed to ex-
tend this method by representing words through their dis-
tributional similarity to the terms of a bilingual thesaurus.
That is, instead of using context vectors to represent words
directly, they use context vectors to compare words to the
entries of a bilingual dictionary (more precisely a thesaurus
of the domain), itself represented by the context vectors of
its terms as computed in the corpus. Words are thus repre-
sented by vectors of similarity values to the dictionary. The
source and target parts of their comparable corpora are still
used to compute context vectors, but in this method they
are used as intermediate representations to obtain the sim-
ilarity vectors. Since this extended method also relies on a
bilingual dictionary used to translate terms occurring in the
corpus, it is also a possible candidate to submit to the re-
formulation that we propose below. However, its bilingual
dictionary is actually a thesaurus where multiword terms
are a majority, and (Déjean et al., 2002)’s method does not
require these multiword terms to occur as a unit: this is an
obstacle to the reformulation we proposed for the standard
method.
Instead of using distributional similarity in local contexts
and a bilingual dictionary, some bilingual lexicon extrac-
tion methods use bilingual pairs of documents. This
is the case of (Bouamor et al., 2013a) who, following
(Gabrilovich and Markovitch, 2007)’s Explicit Semantic
Analysis (ESA) method, represent a word by the vector of
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Wikipedia pages in which it occurs. Inter-language links
identify pairs of pages which describe the same entry in
different languages. (Bouamor et al., 2013a) follow these
links to ‘translate’ source ESA vectors into target ESA
vectors, and then to identify candidate translations of the
source word. Wikipedia is arguably a comparable corpus,
but knowledge of the comparability (and often the transla-
tion) of document pairs is used here as a replacement for
the bilingual dictionary; the method does not rely on an ex-
ternal pair of comparable corpora. And since translation
takes place at the level of whole documents (the Wikipedia
pages) rather than at the level of individual words in the
texts, it seems difficult to submit it to our reformulation.
Beyond bilingual extraction from comparable corpora, a
reference set of parallel documents (called “anchor texts”)
is also used by (Forsyth and Sharoff, 2014): it serves as a
base to compute the vector of similarities (a similarity pro-
file) of a text to every document in the set. Having trans-
lations of each base document enables the authors to use
the same device as in bilingual lexicon extraction through
a bilingual dictionary: the similarity profile of a text in a
source language can be ‘translated’ to a target language and
compared to similarity profiles of texts in the target lan-
guage, hence computing inter-text similarities across lan-
guages. Again we find here the principle of multilingual
linkage at the level of whole documents.

8. Current limitations and future work

As announced in the introduction, this paper is a first sketch
of a renewed framework for studying bilingual lexicon ex-
traction from comparable corpora. It takes a simple form
when a one-to-one dictionary is used, which is the case in
a large subset of the comparable corpora literature, where
often the first or most frequent translation is used alone.
However, when multiple translations are taken into account,
we have seen that details of the representation need to be
worked out.
The main limitation of the present paper is its double lack
of a precise formalization and of experiments, which are
left for further work. We believe it may be productive how-
ever to give early exposure of the above principles to public
scrutiny, rather than deliver them piecewise with accom-
panying formalization and experiments. The first exper-
iment presented in this paper, using comparable corpora
built from parallel corpora, illustrates one way to put this
framework into practice.
We plan to continue oracle experiments with controlled cor-
pora, to better study the properties of the unified context
space and of the merged bilingual corpus. For instance,
even more constrained than the experiment of Section 5.
with parallel corpora, two pseudo-comparable corpora can
be built by splitting a monolingual corpus into two halves
and tagging each token in each half to mark its language
(say source| and |target as in Section 5.). This creates
two comparable corpora in two ‘distinct’ languages. Then
a varying proportion of the words wd can play the role of in-
dictionary words by entering the pairs [source| ∼ |target]
into the dictionary, while the rest of the words are kept dis-
tinct.6 The ability to spot pseudo-translations in various

6This creation of pseudo-translations is the reverse of the

settings can then be evaluated, without interfering with is-
sues linked to multiple dictionary translations.
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